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Abstract 

This study used both computational tools in the form of a machine learning predictive model (Support Vector Machine) and a critical 

discourse analysis model (Van Dijk’s ideological square model) (Van Dijk, 1993, 2008, 2009) to fulfill three objectives: (1) clustering the 

Saudis’ Twitter-based opinions and sentiments regarding the entertaining and recreational activities run by the Saudi General Entertainment 

Authority (GEA); (2) offering empirical evidence on how computational linguistic methods could be implemented for offering a reliable 

conceptual framing of such opinionated big data; and (3) outlining the central themes generating ideologically motivated polarity in Saudi 

public opinion and the macrostrategies through which this polarity is textually instantiated and actualized. Toward fulfilling these 

objectives, we designed a purpose-built corpus of 9378 tweets based on five trending hashtags, covering the period between 2020 and 2022. 

Findings affirmed the efficacy of synergizing the Support Vector Machine model and the ideological square model in clustering and 

interpreting the target tweets. Based on the output discourse features and thematization of the tweets, two main groups with different 

ideologically motivated perspectives were identified. This ideological polarity was achieved through the use of two macrostrategies: 

positive self-presentation and negative other-presentation. These findings may prompt policymakers to reconsider current (mis)practices in 

order to achieve long-term sustainable development goals.  

Keywords: critical discourse analysis, data mining, General Entertainment Authority, ideological square, opinion mining, Twitter, vector 

space clustering  

1. Introduction 

In an attempt to promote culture and entertainment in the Kingdom of Saudi Arabia, the Saudi General Entertainment Authority (GEA) and 

the General Commission for Audiovisual Media (GCAM) have been established as part of the Saudi Vision 2030. One of the main concerns 

of Vision 2030 is to have partnerships with international entertainment corporations and to increase the budget for recreational services. The 

GEA was established in 2016, and its first and current chair is Turki Al-Sheikh. It demonstrated a strong interest in developing the film 

industry and organizing activities and events that drew international celebrities as well as audiences from across the kingdom. All these steps 

were intended to divert Saudi Arabia's GDP away from the oil sector and offer job and training opportunities for Saudis. However, these 

events sparked hectic debates among Saudis. While some Saudis considered these entertaining activities a chance to promote tourism and 

the quality of citizens’ lives, some other Saudis were against them, claiming that they contradicted the teachings of Islam and might spoil the 

Saudi youth. Many of these debates were carried out on social media platforms. A plethora of hashtags on Twitter were created either 

supporting or rejecting this step taken by the Saudi government. Saudi women, in particular, considered establishing these entertaining 

activities and events as part of women's rights. Conservatives saw them as mere imitations of the West. Saudi officials have never addressed 

such a controversy, despite the fact that numerous activities and events are planned on a daily basis.  

Opinion mining is a technique used for the automatic extraction and identification of opinions, sentiments, evaluations, and attitudes 

regarding a particular issue or topic using computational tools and other natural language processing tools (Liu, 2012; Pang & Lee, 2008). 

The present study aims at conducting a computationally-augmented critical discourse analysis of the opinions of Saudis regarding the 

activities and events organized by the GEA over Twitter, the most popular microblogging platform (Pak & Paroubek, 2010), with more than 

2.4 million active users in Saudi Arabia (see Figure 1). 
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Figure 1. Key social media statistics in Saudi Arabia in 2022 

This study focuses on Twitter in the Saudi context because it is the most popular social networking application among Saudis. Indeed, 

numerous studies have confirmed that Twitter has recently had a growing influence on Saudi public opinion on many of the issues that 

have sparked controversy in Saudi Arabia, such as the ban on women driving and the COVID-19 vaccines. Though creating an 

independent authority for promoting culture and entertainment in Saudi Arabia is an unprecedented event in a country with a long history 

of fundamentalism, little work has been done regarding the analysis of Saudis’ reactions and responses toward the activities and events 

organized by the GEA. Therefore, this study sets out to provide an empirical answer to four major questions: What were Saudis’ 

Twitter-based responses and opinions toward the entertaining activities and events organized by the GEA? How could computational 

linguistic methods be used for offering a reliable conceptual analysis of the Twitter-based responses and opinions voiced regarding such 

activities? What are the major themes (macropropositions) that framed a polarity in the Saudi public’s opinion about the recent 

entertaining policies? What are the macro-strategies that Saudis implement to polarize discourse on Twitter? 

The significance of this study resides in the efficacy of opinion-mining tools in building better information-access systems that would 

give a clear vision for officials and policymakers about the progress of their policies. In other words, exploring people’s reactions, 

attitudes, and responses toward new policies and plans, especially through social media, might offer insights into their (in)efficacy. 

Accordingly, they might be either improved or discarded. A part of the significance of this study is that it approaches entertainment 

policies in the Saudi context, being one of the newsworthy topics that has raised hectic debates locally and regionally in the last four years. 

Though diverse safety measures have been taken by Saudi officials to ban any crowds to stop the spread of COVID-19, some 

entertainment events were excluded from such a ban. As mentioned earlier, the exploration of popular responses and sentiments against 

such policies did not receive the due research interest in Arabic, thereby forming a research gap that the current study sets out to fill.  

The rest of the present paper is outlined as follows: Section 2 offers a discussion of previous studies on opinion mining, especially in the 

Saudi context, and the theoretical framework adopted in this paper. Section 3 offers a detailed description of the corpus design, data 

collection methods, and data analysis procedure. Section 4 conducts a computational linguistic analysis of the collected tweets based 

primarily on vector space classification (VSC). Section 5 states the research findings and offers avenues for further research.  

2. Literature Review 

Nowadays, social networks are gaining much power as they become an integral part of our daily routine. With millions of users having 

access to diverse social networking applications, most of the official authorities and organizations worldwide established their official 

accounts to interact with and respond to users’ inquiries and opinions (Gunter et al., 2016). Accordingly, policies and decisions are revisited, 

and moves are redirected. To address and mine billions of messages expressing diverse reactions and responses regarding myriads of 

political, social, economic, and cultural issues, computational tools have been established and implemented to survey them. Such ‘opinion 

mining’ is particularly concerned with the analysis of human behavior expressed via the platforms and networks operating using computer 

modeling.  

Given the focus of the current research, we affirm that a good number of studies have been conducted to analyze Twitter-based sentiments in 

Arabic (Abdulla et al., 2013; Abu Kwaik et al., 2020; Alrahabi, 2014; Altawaier & Tiun, 2016; Emam & Alzahrani, 2017; Abuelenin et al., 

2018). Most of these studies sought to test the classification accuracy of different algorithms (e.g., Support Vector Machine, Decision Tree, 

K-Nearest Neighbor, and Naive Bayes) and the polarity of opinions regarding a plethora of issues. In the Saudi context, a few studies have 

analyzed Saudi issues and concerns utilizing opinion mining analytic procedures (Al-Rubaiee et al., 2015; Al-Thubaity et al., 2018; Aldayel 

& Azmi, 2016; Alliheibi et al., 2021; Alwakid et al., 2017; Azmi & Alzanin, 2014; El-Beltagy & Ali, 2013; Muhajab & Ghazinour, 2019). 

El-Beltagy and Ali (2013) highlighted some of the major problems lowering the pace of research in the area of opinion mining in Arabic. 

The findings revealed that the most significant issues include a lack of colloquial Arabic parsers and sentiment lexicons, difficulty 
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identifying opinion holders whose names are mistaken for sentiments (e.g., َبٍم, ػبدل , and دكٍى), and difficulty handling fixed expressions. 

In the same regard, Aldayel and Azmi (2016) were much concerned with finding a solution to some of the problems associated with the 

opinion mining of tweets in Saudi Arabic. They found a piece of empirical evidence that combining lexicon classifiers with machine 

learning classifiers renders a more accurate classification of opinions (positive, neutral, and negative). Relatedly, and towards finding a 

solution to dialectical issues in the process of sentiment analysis of Arabic opinions over Twitter using either machine learning or 

lexicon-based techniques, Aldayel and Azmi (2016) offered a hybrid approach incorporating both machine learning techniques and 

semantic orientation. The data obtained from the lexical classifier is used as training data for the VM machine learning classifier. Findings 

affirmed that both the F-measure and accuracy of the lexical classifier were significantly improved.  

More specifically, Azmi and Alzanin (2014) aimed at the classifications of readers’ comments in colloquial Arabic on different issues 

addressed in the online editions of Saudi newspapers, namely Alriyadh and Aljazirah. They proposed Aara’ an opinion mining system using 

a naive Bayes classifier for extracting the public opinion polarity, focusing on comments introduced in the Arabic Nejdi dialect. Findings 

showed that the Aara system managed to classify such opinions into four categories (strongly positive, positive, negative, and strongly 

negative) with an accuracy rate of 82%.    

Al-Rubaiee et al. (2015) explored the opinions of Saudi investors as displayed on Twitter regarding the Saudi market index in order to help 

non-Saudi investors reach a better evaluation of the efficacy of investing in the Saudi market. Using a machine learning approach, they 

targeted both standard and Arabian Gulf Arabic. For the classification of opinion polarity, three key classifiers were used: Naive-Bayes, 

SVM, and KNN. The results confirmed the importance of text preprocessing in opinion classification. The SVM and KNN algorithms were 

much more accurate.  

Similarly, exploring the issue of unemployment in Saudi Arabia, Alwakid et al. (2017) addressed some of the challenges of doing 

opinion-mining research on Arabic social networks with special regard to Saudi dialects, especially the Hejazi and the Nejdi dialects. Saudi 

dialects, in general, do not strictly follow the syntactic and grammatical rules of Modern Standard Arabic. Furthermore, there are no 

available, reliable tools for extracting Arabic sentiments. Using linguistic pre-processing of raw texts and machine learning tools, findings 

showed that the implementation of diverse yet compatible computational techniques (including Naive Bayes and Support Vector Machines) 

can yield satisfactory sentiment classification accuracy.  

More technically, Al-Thubaity et al. (2018) sought to test the efficacy of SauDiSenti, a sentiment lexicon, in sorting out sentiments in Saudi 

Arabic tweets. Towards this objective, precision, recall, and F measures were used. Furthermore, the results obtained from SauDiSenti were 

compared to those obtained from AraSenTi, a large Arabic sentiment dictionary. Findings affirmed that, as far as positive, negative, and 

neutral tweets are regarded, SauDiSenti outperformed AraSenTi.    

Not surprisingly, different studies sought to inform decision-makers about the extent to which Saudis are satisfied with new services and 

policies. For instance, Alsulami and Mehmood (2018) aimed at categorizing Twitter users’ attitudes, as well as their expectations, toward the 

new university system offered by the Ministry of Education in 2018. For this purpose, the SAP HANA platform was used for preparing, 

transforming, merging, and visualizing data. Findings showed that users had more negative attitudes. Furthermore, regarding users’ 

expectations about the new university system, three types of changes were figured out: administration-related, student-related, and 

faculty-related. Similarly, Muhajab and Ghazinour (2019) conducted a sentiment analysis of tweets in Saudi dialects discussing women 

driving in Saudi Arabia. Also, they were concerned with They relied on Weka 3.8 and MonkeyLearn software for data extraction and 

classification. Findings showed a slight discrepancy in the accuracy of the used software due to the peculiar nature of the lexicon of Saudi 

Arabic.   

More recently, and amid the COVID-19 crisis, Aljameel et al. (2021) aimed at supporting decision-making in the medical sector by 

investigating differences among Saudi regions regarding their opinions about the precautionary procedures taken since the outbreak of the 

COVID-19 virus. Employing a Support Vector Machine (SVM), a machine-learning predictive model, the study explored 242,525 tweets. 

People’s awareness was measured based on positive and negative tweets. Findings showed that the southern region of Saudi Arabia had the 

highest awareness level (65%), while the middle region had the lowest (28%). Relatedly, Aljabri et al. (2021) explored the acceptance rate of 

new distance learning policies in Saudi Arabia amid the COVID-19 crisis, as exemplified by Saudis’ attitudes expressed on Twitter. 

Different machine learning classifiers were used and then compared. Findings showed that the Logistic Regression classifier was the most 

accurate. At the general education level, users had positive opinions regarding distance learning. Whereas, at the university level, they had 

negative opinions.   

In a similar context, Alliheibi et al. (2021) explored Saudi responses to the procedure and efficacy of the COVID-19 vaccination policy as 

documented on Twitter. The corpus included 37.467 tweets collected using four keywords were identified: كىروَب نقبح  (Corona virus 

vaccine), روَبكى تطؼٍى  (Corona virus vaccine), ٍٍانتذص (vaccination), and انهقبح ػهً انذصىل  (vaccine uptake). Using the computational 

lexical-semantic analysis that is based on vector space classification, findings showed that most of the Saudi opinions regarding the 

COVID-19 vaccine take-up calls are markedly negative (54%), reflected in the frequency of negative lexemes such as يؤايزة (conspiracy), 

  .(infertility) ػقى and ,(clots) جهطبث

Taking into consideration the major theme of the current research (i.e., GEA activities), Alkhaldi et al. (2020) analyzed Saudis’ 

Twitter-based opinions regarding the GEA activities employing three machine learning algorithms (Multilayer Perceptron, SVM, and 

Random Forest) and Recurrent Neural Network, a deep learning algorithm. Findings showed that most Twitter users support GEA activities, 
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and the majority of them are females. Also, the Random Forest algorithm has been proven to be more accurate and precise in the process of 

opinion classification.  

Though there is a notable burst of research activity in the area of opinion mining, research in Arabic opinion mining has not received due 

attention, despite the fact that the number of microblog users is increasing rapidly. Also, the most recent steps taken by the Saudi authorities 

to enhance the quality of life in Saudi Arabia, in parallel with the implementation of Saudi Vision 2030, have not been addressed. Equally 

important, the available literature is confined to quantitative techniques, while the qualitative dimension—in the sense of interpreting the 

sociocognitive dimension underlying the resultant classification—is unfortunately absent. Therefore, the current study seeks to help with 

the exploration of the feasibility of implementing hybrid computational linguistic techniques to identify Saudis’ attitudes and responses 

regarding the GEA activities taking place in the kingdom. The qualitative analysis will be augmented using Van Dijk’s notion of the 

‘ideological square’ explained in the following section (Van Dijk, 1993; 2008; 2009).  

3. Theoretical Framework 

An opinion is claimed to comprise a target with particular attributes and sentiments toward that target (Hu & Liu, 2004). For instance, a 

sentence such as ‘The TV sound is clear, but the resolution is bad’ features one target (a product) with two attributes (sound and resolution) 

expressing positive and negative sentiments, respectively. Nasukawa and Yi (2003) and Jindal and Liu (2006) classify opinions into regular 

and comparative opinions. A regular opinion expresses a sentiment regarding a particular entity (i.e., a service, a topic, a product, an issue, 

an event, a person, or an organization) or one or more of its attributes. A regular opinion could be direct (e.g., the durability of the spare parts 

is great) or indirect (e.g., after using this tool for more than a month, I would say it never helped me). Conversely, a comparative opinion lists 

one or more of the mutual attributes of two or more entities (e.g., this dish is the best in your restaurant).    

Due to the popularity of opinion-rich resources, scholars across various disciplines such as politics (Chen et al., 2010; Yano & Smith, 2010), 

marketing (Liu et al., 2007), public opinion (O'Connor et al., 2010), and business (Hegde et al., 2015; Park & Javed, 2020) have worked out 

different approaches and methods for examining people’s opinions and sentiments automatically to help in making a decision and revisiting 

current policies. These approaches and methods are commonly grouped under the generic term of ‘social media analytics’ which focuses on 

the way social media contents are used to offer a qualitative analysis of particular issues across various domains (Figure 2). It includes 

diverse enterprises and techniques such as sentiment analysis, social media classification and filtering, and engagement tracking (Wittwer et 

al., 2017). 

 

Figure 2. Social media analytic techniques (Alsulami & Mehmood, 2018) 

Sentiment analysis evolved as an independent area in computational linguistics, information retrieval, and natural language processing that 

comprises different tasks such as opinion mining, sentiment analysis, and sentiment orientation (Gupta & Bhathal, 2018; Prabowo & 

Thelwall, 2009). Indeed, most of the available studies tend to use the terms ‘opinion mining’ and ‘sentiment analysis’ interchangeably (Li et 

al., 2018). Yet, some scholars affirm that ‘sentiment analysis’ is the computational-based task of classifying opinions and reviews according 

to their polarity, viz., polarity detection (positive, negative, and neutral) (Pang & Lee, 2008).  

Indeed, the history of opinion mining could be traced back to the early 2000s, with a surge of publications targeting the analysis of opinions and 

sentiments. Similar earlier work sought to interpret metaphors, subjectivity, and viewpoints (Hearst, 1992; Wiebe, 1990). In theory, ‘opinion 

mining’, firstly proposed by Dave et al. (2003), refers to the automatic process of detecting, extracting, and classifying opinions, sentiments, 

responses, appraisals, and judgments posted as texts on the social media regarding a particular issue, law, product, individual, event, service, or 

policy (Cambria, 2016; Dashtipour et al., 2016; Liu, 2012). Such opinionated data could be found on social media networks such as Twitter, 

Facebook, Weibo, and forum discussions. In general, users’ opinions could be classified as positive, negative, or neutral.  

Aside from conducting surveys and opinion polls, it has been empirically affirmed that opinion mining offers a complete picture of people’s 

opinions that could aid in various significant activities such as political voting, stock market prediction, monitoring public opinion, the 

introduction of new services, and the like. Accordingly, it would facilitate data analysis, planning, and decision-making on the part of 

individuals as well as organizations across different domains, including politics, public services, healthcare, and consumer services (Li et al., 

2018; Liu, 2012).  

In general, techniques of opinion mining are claimed to concentrate on three aspects: (1) intentions (e.g., interested or disinterested); (2) 

polarity of opinions (e.g., positive, neutral, or negative); and (3) personal feelings. In this regard, Dave et al. (2003) propose that an ideal tool 
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in the process of opinion mining would help to reach a set of search results concerning a given item through the generation of a list of 

features and attributes characteristic of a product as well as opinions about each of such features and attributes (e.g., poor, mixed, good). 

Though the opinion lexicon is extremely effective at categorizing opinions based on words (e.g., good, bad, wonderful, interesting, boring, 

etc.) and phrases (e.g., it’s just like hell, cost an arm and a leg, etc.), opinionated data could be analyzed at the sentence, document, entity, 

and aspect levels. At the sentence level, a sentence is said to be either objective or subjective, both of which express positive, negative, or 

neural opinions (Wiebe et al., 1999). At the document level, a document is assumed to express an overall positive or negative opinion 

regarding a particular entity (Turney, 2002). At the entity or aspect level, the analysis targets the opinion itself rather than how it is 

linguistically formed in terms of words, phrases, clauses, and sentences.  

 

Figure 3. Sentiment analysis approaches for social media text 

In textual sentiment analysis, the two essential approaches employed are the machine learning approach and the lexical-based approach 

(O'Connor et al., 2010; Singh & Husain, 2014). On the one hand, the mechanism of the machine learning approach relies on extracting 

features from an input text using various mechanisms such as Bag-of-Words, POS taggers, and n-grams. The extracted features are then 

converted into vector machines to represent useful information. The machine learning approach is mainly used in the task of subjectivity 

classification through labeling data by sentiment using tools such as Naïve Bayes classifier, SVM, Random Forest, and Logistic Regression 

(Altawaier & Tiun, 2016). However, the time-consuming task of training samples for annotation is a significant disadvantage of using 

supervised machine learning techniques. To automate such an annotation process, it is conducted via a bootstrapping technique that employs 

a replacement technique for stimulating samples out of a dataset (Davidson & Hinkley, 1997).  

On the other hand, based on words annotated by polarity, the lexicon-based approach sets out to predict the general sentiment orientation of 

textual messages based on a pre-created sentiment lexicon of positive, negative, and neutral lexemes constructed either manually or 

automatically. One key advantage of lexicon-based approaches is that they do not require training data (Taboada et al., 2011). Still, the two 

techniques could be used simultaneously (Khan et al., 2014).  

The process of opinion mining has been empirically proved to comprise a six-step procedure: (1) text pre-processing; (2) feature selection; 

(3) training set selection; (4) knowledge discovery and presentation; (5) classifier design; and (6) development and evaluation (Subhashini 

et al., 2021). Firstly, in the step of text pre-processing, all irrelevant information is removed to enhance the classifier’s performance, either 

through tokenization, stemming, or stop-word removal. Secondly, in the process of feature selection, the key features of opinionated data are 

identified for more effective classification. As shown in Figure 4, such features might be structural, linguistic, or relational. Thirdly, training 

sets in the form of labeled data are selected to design the classifier. Fourthly, hidden knowledge is identified and presented through different 

methods, including n-grams, pattern mining, part-of-speech tagging, ontological tagging, and fuzzy logic. Fifthly, a sentiment (supervised or 

unsupervised) classifier is designed for clustering opinions based on the selected features and the discovered knowledge. Finally, the 

sentiment classifier is evaluated with reference to benchmarks.    

 

Figure 4. Major features explored in opinion mining (Subhashini et al., 2021) 
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Still, as affirmed through related literature, opinion mining is claimed to have some caveats, especially when addressing sentiments in 

Arabic (Al-Braheem & Al-Khalifa, 2012; Abuelenin et al., 2018). In general, the tone of the sentiment is not clear, and therefore subjective 

and objective responses cannot be easily identified. Also, the lexicon used in responses is not always polar, such as ‘love’ and ‘hate’, i.e., 

some phrases could be classified as mid-polar, e.g., ‘not so bad’. More interestingly, in the absence of context, sarcastic and ironic comments 

could be erroneously classified into positive or negative responses based on their surface structure. Given Arabic as the target language to be 

analyzed in the current paper, sentiments are expressed in dialectical or vernacular Arabic, i.e., Modern Standard Arabic is not the norm. 

Therefore, phonological, morphological, lexical, orthographic, and syntactic variations abound. Furthermore, loan words and neologisms 

are sometimes used for fulfilling diverse functions. Also, Twitter users tend to tweet randomly, not caring for grammar and spelling thereby, 

generating noise in the text (Khasawneh et al., 2013).  

Notably, the role of sentiment analysis stops after testing the efficacy of the classifiers and the categories of opinions and attitudes in terms 

of frequency. In other words, the reasons beyond the statistical differences among positive, negative, and neutral opinions remain 

unexplored. Therefore, taking into consideration that Twitter forms a particular type of discourse, offering a sociocognitive reading into the 

output categories or clusters would give many insights to decision-makers as the statistics would be qualitatively justified. In this paper, we 

rely on Van Dijk’s ‘ideological square model’ (Van Dijk, 1993) for discussing the reasons underlying the expected divide in opinions 

regarding the vision of the Saudi General Entertainment Authority. In its broadest sense, Van Dijk’s ideological square model, as a key 

analytic device in his sociocognitive approach (Van Dijk, 2008, 2009), seeks to explain the ideologies underlying social attitudes as 

exhibited in text and talk by highlighting the nexus between society, social cognition, and discourse. Within this model, different social 

groups’ the discursive strategies (referred to ingroup and outgroup) are best understood in light of four maxims: INGROUP 

(emphasizing/expressing good practices; deemphasizing/suppressing bad practices) versus OUTGROUP (emphasizing/expressing bad 

practices; deemphasizing/suppressing good practices). The gamut of these maxims represents a polarized vision on different social and 

political issues, mostly motivated by the social group’s habitus, values, norms, and conventions, through which other social groups are 

framed.  

4. Methodology 

The rationale beyond the choice of Twitter as the context of this study is that Twitter is widely regarded as the most popular social 

networking site used by the Saudis to express their viewpoints and reflect on current affairs. The target data set is confined to only the 

tweets written in Arabic, namely Modern Standard Arabic and Saudi Arabic, as the most widely used varieties used by Saudi users of 

Twitter. Though NLP applications have been largely criticized for not working properly with colloquial varieties of Arabic, the 

introduction of different social networking sites has caused unprecedented changes in the field.  

In view of the research questions raised in the introduction, we designed a corpus of 9378 Twitter posts (tweets), covering the period 

between 2020 and 2022, collected using Trackmyhashtag, which is one of the social media management platforms allowing hashtag 

tracking. In this regard, the related literature affirmed the efficacy of hashtags as predictors of the tweet-based sentiments (Simeon & 

Hilderman, 2015). This hashtag tracking tool serves to search for relevant tweets based on keywords forming a hashtag by specifying 

language and location. Given the context of this study, the final data set is generated based on five hashtags, as indicated in Table 1.  

Table 1. The main hashtags used as entry points for aggregating the final dataset  

Hashtags Transliteration English translation 

 hayyat altarfih Entertainment Authority هٍئت انتزفٍه

 mawsim alriyad Riyadh Season يىسى انزٌبض

 mawsim jida Jeddah Season يىسى جدة

 mawsim alsharqia Sharqiah Season يىسى انشزقٍت

 mawsim aldireia Diriyah Season يىسى اندرػٍت

In the area of opinion mining, diverse methods, either rule-based or machine learning techniques, are implemented. On the one hand, 

towards the identification of language users’ sentiments and determining their messages’ polarity, rule-based methodologies rely on the 

manual definition of a group of rules in light of which groups of words and phrases signifying particular sentiments are anchored. Polarity is 

typically identified using two clusters of words. While the first cluster incorporates words with positive connotations such as ‘great’, 

‘fantastic’, ‘legendary’, ‘good’, ‘robust’, ‘marvelous’, etc., the second cluster incorporates words with negative connotations such as 

‘unreliable’, ‘bad’, ‘failing’, ‘deplorable’, ‘repulsive’, etc. Once these words are identified, they are calculated since their total number 

would help with determining the polarity of the sentiments. Usually three clusters are generated: positive (+) if words with positive 

connotations are the most frequent, negative (-) if words with negative connotations are the most frequent, and neutral (±) if the total of both 

positive and negative words is roughly equal.    

On the other hand, machine learning methodologies set out to cluster available data, and they are not driven by any prior assumptions about 

the datasets. That is, they mainly perceive opinion mining as a data clustering issue where algorithms, rather than hand-written rules, are 

employed. The process of text clustering, which is an efficient computational system for performing data mining tasks (e.g., summarization, 

feature extraction, and annotation), is done by means of machine learning algorithms that are manipulated to analyze the informational 

content of natural language texts so as to group them automatically. The diverse clustering systems can be collectively explained under the 

umbrella term ‘vector space clustering’ which is mainly geared toward measuring the semantic similarity of the natural texts (or documents) 

to be clustered. In this study, vector space clustering is implemented in view of the lexical and semantic features of the linguistic verbiage or 
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content of the dataset covering Saudis’ perceptions of the Saudi GEA activities. The procedure of vector space clustering goes through the 

following steps: (a) text preprocessing; (b) removing function words; (c) stemming; and (d) data representation.  

A. Text preprocessing  

Towards the transformation of an unstructured textual dataset incorporating the collected tweets into a structured format, we tokenized it, 

i.e., we deciphered it into a list of tokens or chunks such as words, subwords, phrases, symbols, etc., with the main objective of discarding 

personal data, non-alphabetic characters, and punctuation marks as well as having analyzable discrete elements. The result of such a step 

is the establishment of a bag of words (BoW) that does not consider word order, word structure, or context. Words’ presence is marked as 

a boolean value: (1) for present and (0) for absent.       

B. Removing function words 

Since the process of text clustering typically relies on keyword indexing (i.e., spotting index terms or content words) of the textual dataset, 

any irrelevant terms are discarded. Though occurring frequently in texts, stop (or function) words such as pronouns, articles, modals, and 

auxiliaries are counted as irrelevant terms, and therefore they are filtered out since they do not have any semantic weigh that is essential to 

the processing of the target texts. This step is perceived as complementary to tokenization in preparing the textual dataset to be analyzed 

by a machine learning model with the main focus on high-level information, thereby reducing the training time for text mining.  

C. Stemming 

As soon as the index terms are listed and the stop words are filtered out, the stemming process can begin. By stemming, we refer to the 

use of language-dependent algorithms to reduce words to their stems or roots by removing inflectional or derivational morphemes to 

conflate semantically related words and word variants. The rationale beyond stemming is that derivational and inflectional morphemes are 

not semantically rich. Accordingly, their removal is essential in almost all text clustering software. In so doing, all and only words that are 

semantically related and share the same stem are grouped. Equally important, conflation enhances the performance of clustering systems 

as data size and complexity are markedly reduced. However, given the inflected nature of Arabic, we use a light-based stemmer rather 

than a root-based stemmer to remove only prefixes and suffixes while keeping other necessary morphological information (i.e., infixes) 

that helps to reach a better understanding of the dataset profile. Therefore, we use Light10 stemmer, as it has proven highly effective in 

Arabic data retrieval (Larkey et al., 2007). 

D. Data representation  

Having stemmed and conflated the collected tweets, the next step is concerned with data representation. Toward this objective, a row 

vector matrix is built and structured as (Xij), representing data dimensions. That is, where (X) represents the vector, (i) represents the 

tweets (rows), and (j) represent the lexical types (columns). It offers a quantitative overview of the dataset in terms of word frequencies, 

types, and tokens. Yet due to the fact that tweets vary in terms of their length, they must be penalized or normalized (i.e., to reduce texts’ 

randomness) to guarantee that every single tweet contributes equally and significantly to the distance in vector space clustering, thereby 

ensuring that all distances are equal and the clustering process is reliable. The rationale is that long tweets containing more words or more 

contents have a better chance of matching the target queries. The non-normalization of tweets might cause longer tweets to dominate the 

distance calculation. Therefore, to render all tweets (on the row vectors of the matrix) to be of average length to improve the similarity 

function, we used cosine normalization based on the following formula:  

𝐹𝑟𝑒𝑞 = 𝐹𝑟𝑒𝑞 (𝐹𝑖𝑗)
𝜇

𝑙𝑒𝑛𝑔𝑡ℎ(𝑖)
 

As all tweets are normalized, there remains one challenge hurting the reliability of the automatic classification systems: high 

dimensionality. Referring to the data as high-dimensional means that the number of features observed is greater than (or even equal to) the 

number of observations. If the number of such features is markedly high, the process of classifying documents in view of their semantic 

properties becomes difficult since there are not enough observations to train the vector space clustering model. Therefore, we used a 

statistical measure known as TF-IDF (frequency-inverse document frequency) to reduce the number of features being observed by 

considering only distinctive features. As a result, the final dataset was reduced to the highest 200 variables, incorporating highly frequent 

relevant words (Figure 4). Tweets with similar relevant words have similar vectors.  
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Figure 4. The highest 200 variables in the dataset 

Finally, we clustered the tweets hierarchically by means of Euclidean distance methods by calculating the (dis)similarity between pairs of 

observations.  

E. Analysis & Discussion  

To analyze the final data matrix hierarchically by means of Euclidean distance as well as squared Euclidean distance measures, we 

initially used four clustering methods: (1) single linkage, (2) complete linkage, (3) average linkage, and (4) Ward’s linkage (also known as 

‘sum of squares’). The rationale for implementing the four methods is that there is a consensus that one clustering algorithm is not a 

panacea. After the implementation of the four methods, the output clusters are eventually compared for (dis)agreement on the data 

structure, resulting in more valid and reliable clusters. Findings affirmed that there is no statistically significant difference between 

Euclidean and squared Euclidean measures as they produced similar proximity metrics incorporating the main clusters, though the 

detailed structure was different across the four methods. Further to this, the output clusters were much clearer through Ward’s linkage 

clustering method, which worked best with Euclidean distance measures.  

Though the four methods implemented in the process of textual clustering in this study are generally classified as agglomerative 

hierarchical clustering methods, their output clustering structures varied in terms of clustering clarity and efficacy. Firstly, the single 

linkage clustering method has been proven to be ineffective in identifying meaningful clusters due to chaining. That is, by chaining the 

tweets together, the resulting structure is noisy and obscured, making it difficult to define classes that could aid in data subdivision. 

Accordingly, subjectivity issues might hurt the reliability of the produced clusters. Contrarily, the complete linkage clustering method 

offered a clearer subdivision of the dataset; it broke large clusters, thereby producing a large number of small-membership clusters.  

Thirdly, though the average linkage clustering method is proposed to overcome the problems associated with single and complete linkage 

clustering methods, it did not manage to offer clear clusters of the target tweets owing to its overwhelming tendency toward left branching. 

Additionally, the resultant clusters were inconsistent, viz., very small clusters versus very large clusters. Finally, as mentioned earlier, the 

output clusters were much clearer and better-partitioned through Ward’s linkage clustering method. That is, the responses of Saudis 

regarding the activities of the GEA were clearly subdivided into two well-identified clusters, as illustrated in Figure 5.  

 
Figure 5. Identification of the number of clusters 

Despite the differences in the clustering structures produced by the implemented clustering methods, they all agreed on splitting the dataset 

into two clusters or groups: Group A and Group B.  

F. Centroid comparison  

Once the dataset of tweets is divided into two clusters, marked ‘Group A’ and ‘Group B’, representing different responses and attitudes 

regarding the GEA activities, we conducted centroid analysis to identify the difference between the two vectors representing both groups 
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over the 200 previously identified variables in numerical values. Such centroid analysis identifies the arithmetic mean of all the data points 

belonging to each cluster. It also determines the most and least frequent variables that characterize each cluster. Table 2 below shows the 

difference between the centroid frequencies of Group A and Group for the most frequent variables.    

Table 2. Centroid comparison of Group A & Group B 

Variable index 
Centroid 1 frequency 

Group A 
Centroid 2 frequency 

Group B 
Difference 

18 1.66421E009 6.84766E009 5.18346E009 

7 1.8777E008 1.45939E009 1.27162E009 

4 1.21382E009 0.000 1.21382E009 

21 1.46071E008 1.23528E009 1.08921E009 

2 1.13932E009 2.19306E009 1.05374E009 

6 1.76854E008 1.08254E009 9.05687E008 

9 2.81168E008 1.04827E009 7.67101E008 

14 1.01934E009 2.67894E008 7.5145E008 

19 0.000 7.0597E008 7.0597E008 

17 1.22763E008 7.89109E008 6.66345E008 

40 2.21264E008 8.84367E008 6.63103E008 

8 2.24012E009 1.58934E009 6.50773E008 

10 6.596E007 6.21396E008 5.55436E008 

0 7.34327E008 1.82779E008 5.51548E008 

24 5.13532E008 0.000 5.13532E008 

31 5.05069E008 1.81161E007 4.86953E008 

22 7.09206E008 2.31899E008 4.77307E008 

26 7.86125E008 1.22338E009 4.37256E008 

80 1.74257E008 5.71459E008 3.97202E008 

43 2.0996E007 4.05783E008 3.84787E008 

88 7.19377E008 3.42165E008 3.77212E008 

112 7.65595E008 3.91658E008 3.73936E008 

42 1.73487E009 1.40337E009 3.31492E008 

52 7.06457E007 3.75202E008 3.04556E008 

55 1.01694E008 3.94238E008 2.92544E008 

11 9.34589E008 6.44466E008 2.90123E008 

Results of the centroid comparison revealed that there is a statistically significant difference between the members of Group A and Group B. 

A close reading into the distinctive variables in each group showed that Group A members, on the one hand, approve of the activities, events, 

and festivals organized and run by the GEA. Table 3 below displays some of the keywords indicating consensus and agreement.  

Table 3. Distinctive lexical features of group A 

Group A 

Arabic words Transliteration English translation 

  Hulwa sweety دهىة

  Hayil wonderful هبٌم

  Najih successful َبجخ

  Raweah terrific روػت

 mo tabiei Abnormal يىطبٍؼً

 Maequl Fair يؼقىل

  Khayali legendary خٍبنً

  Mubhija cheerful يبهجت

  Rayie terrific رائغ

  Kafu perfect كفى

 Hulw Good دهى

ة   Marrah extremely يزَّ

 Azim Great ػظٍى

  Ibdae creativity ابداع

 Ahlaa much better أدهى

 Itbasatna we are pleased اتبسطُب

On the other hand, Group B members disapproved of such activities and events. Some of the distinctive lexical features expressing 

disapproval and disagreement of the GEA activities are shown in Table 4.  
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Table 4. Distinctive lexical features of Group B 

Group B 

Arabic words Transliteration English Translation 

 La No لا

  Fashil failure فبشم

  Qataeuu boycott قبطؼىا

 Awqifuu Stop أوقفىا

 ma nabghaa we reject يبَبغى

  Did against ضد

  Abad never أبد

According to the results of the centroid analysis, the total number of tweets in each cluster varied considerably. While the tweets of Group A 

represented 62% of the dataset, Group B’s tweets represented only 38%. Therefore, Given the limitations of the data, it could be concluded 

that Saudis have positive attitudes towards all the vibes and events organized and sponsored by the Saudi GEA. However, such a 

discrepancy in numerical values represents only a rough idea of the discrepancy in Saudis’ sentiments and opinions on GEA-organized 

events. In other words, the findings of the clustering process remain insufficient due to inherent limitations in machine learning algorithms. 

Therefore, further analysis of the tweets’ discourse features, realizing the polarity in the dataset, remains highly significant to augment the 

statistical analysis and reach a better understanding. Moreover, contextualizing the distinctive lexical features of Group A and Group B 

offers an interpretative framework for Saudi users’ opinions and sentiments mediated through Twitter. 

To computationally identify the salient discourse features of the tweets, keyness and lexical associations should be established. Toward this 

objective, five keywords—representing the main hashtags under investigation—were selected and tabulated below. 

Table 5. Frequency of key words 

No.  Keyword English Equivalent Frequency 

 GEA 4826 هٍئت انتزفٍه 1

 RIYADH SEASON 1791 يىسى انزٌبض 2

 JEDDAH SEASON 1137 يىسى جدة 3

 SHARQIAH SEASON 719 يىسى انشزقٍت 4

 DIRIYAH SEASON 558 يىسى اندرػٍت 5

For this reason, we used the concordancing tool known as Key Word in Context (KWIC) to generate concordances through which the 

context underlying the target keywords could be revealed. The tweets pertaining to each group are analyzed separately to be easily 

compared. On the one hand, the tweets clustered in Group A were found to be associated with themes with positive associations such as 

‘new kingdom’, ‘modern country’, ‘fighting terrorism’, ‘legal supremacy’, ‘economic reform’, ‘more jobs’, ‘great Saudi Arabia’, etc. For 

more keywords’ associations, see Table 6. 

Table 6. Associations of keywords in Group A 

Collocates Translation Frequency 

 rule of law 1453 سٍبدة انقبَىٌ

 moderate  1267 انًؼتدل

 citizens’ rights 988 دقىق انًىاطٍ

 fighting extremism  1124 يذبربت انتطزف

 renouncing violence  976 َبذ انؼُف

 Saudi vision 2030 2365 2030 رؤٌت انسؼىدٌت

 open society  2234 يجتًغ يُفتخ

 more open  1876 أكثز اَفتبدب

 modern  1493 ػصزي

 ambitious  657 طًىح

 great transformation  765 تذىل كبٍز

 Great Saudi Arabia 884 انسؼىدٌت انؼظًٍت

أكثزوظبئف   more jobs  659 

 economic reform  458 إصلاح اقتصبدي

 moderate Islam  523 الإسلاو انًؼتدل

 employing Saudi youth 466 تىظٍف انشببة انسؼىدي

 job opportunities  398 فزص ػًم

 investments  411 استثًبراث

 corrective decisions   396 قزاراث إصلادٍت

 openness  485 الاَفتبح

On the other hand, the five key words GEA, Riyadh season and jeddah season, SHARQIAH SEASON, and DIRIYAH SEASON were 

found to be associated with key negative concepts including corruption, Muslim identity, and traditions. Table 7 below displays more 

words and phrases with negative associations.  
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Table 7. Associations of keywords in Group B 

Collocates Translation Frequency 

 corruption  1287 فسبد

 decadence  1165 اَذلال

 bareheadedness  834 سفىر

 mixing of men and women 766 اختلاط انزجبل وانُسبء

 traditions  1136 تقبنٍد

 identity  1976 انهىٌت

 country of monotheism  886 بلاد انتىدٍد

 obscenity  455 انًجىٌ

 harassment  399 انتذزش

 the religious nature of the Kingdom 377 انطببغ اندًٌُ نهًًهكت

As demonstrated in tables 7 and 8, there is a significant polarity in the dataset representing Saudis’ opinions on the activities and vibes 

organized by the GEA. That is, the members of Group A and Group B offered two opposing discourses, representing a clear divide in Saudis’ 

perceptions of such activities. Each group’s opinions are motivated by their habitus and preconceived ideological values. In light of the 

theoretical underpinnings of Van Dijk’s ideological square and at a more abstract underlying level of analysis, there is an ideological divide 

between the two groups instantiated by the manipulation of the collective first-person pronouns ‘we/us’ (self/ingroup) versus the 

third-person pronouns ‘they/them’ (others/outgroup).  

On the one hand, the Group A members’ opinionated data showed that their support of these activities is discursively (at the macro level) 

grounded through four main themes or macropropositions including the Kingdom’s Vision 2030, geared toward enacting a more effective 

economic reform, being transformed into a more open country, securing more job and investment opportunities, and combating extremism 

and violence. On the other hand, the Group B members’ sentiments were ideologically motivated, as demonstrated through the overall 

organization of their tweets around one major theme: the GEA activities as a threat to and an attack against the Muslim identity of Saudi 

Arabia. This theme has been rendered textually salient (at the micro level) through the reiteration of labels such as ‘corruption’, ‘decadence’, 

and ‘obscenity’. 

Based on the representations of both groups, we conclude that Group A ideologically perceives Group B members as hardliners who are 

against the Kingdom’s Vision 2030, which mainly aims for economic reform and securing better life standards. As shown in the following 

screenshots, advocates of the GEA activities perceive that any criticism leveled against such activities is meant to denigrate the kingdom’s 

touristic reputation and to curb its economic power. They argue that the same entertainment and recreational activities abound in other Arab 

countries, but opponents of these activities are ideologically motivated to defame the kingdom. 

  

Figure 6. Screenshots of examples of tweets supporting the GEA activities 

Conversely, as illustrated in Figure 7, Group B perceives Group A members as secularists who do not abide by the teachings of Islam as well 

as the Saudi habitus. Accordingly, they believe that the kingdom should take considerable measures to stop any activity that might hurt its 

privacy, being the cradle of Islam and the incubator of the Two Holy Mosques. 

 

 

Figure 7. Screenshots of examples of tweets opposing the GEA activities 

To sum up, the macrostrategies of positive self-presentation and negative other-presentation employed by both groups are implemented by 

Saudis as polarization strategies to support their sentiments. Therefore, we can conclude that the computational processing of Twitter 

discourse managed to offer a clear input to the use of Van Dijk’s analytic model known as ‘ideological square’ to elucidate Twitter behind 

positive and negative representations of the self and others since the investigation of discourse features helped to identify particular nuances 

in the discursive construction of others to confirm group dominance. 
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5. Conclusion and Future Research 

The current study used both computational tools in the form of a machine learning predictive model (Support Vector Machine) and a critical 

discourse analysis model (Van Dijk’s ideological square model) to fulfill three objectives: (1) clustering the Saudis’ Twitter-based opinions 

and sentiments regarding the entertaining and recreational activities run by the Saudi General Entertainment Authority; (2) offering an 

empirical piece of evidence on how computational linguistic methods could be implemented for offering a reliable conceptual framing of 

such opinionated data; and (3) outlining the central themes generating a polarity in the Saudi public opinion as well as the macrostrategies 

through which this polarity is instantiated and actualized. To fulfill these objectives, we built a corpus of 9378 tweets covering the period 

between 2020 and 2022. The corpus was processed through the different stages of tokenization, conflation, stemming, and representation, 

leading to the building of the final clusters. 

Findings affirmed the efficacy of incorporating the Support Vector Machine model and the ideological square model in clustering and 

interpreting the target tweets. Based on the output discourse features and thematization of the tweet, two main groups with different 

ideologically motivated perspectives were highlighted. This ideological polarity was realized through the implementation of two 

macrostrategies: positive self-presentation and negative other-presentation. It is recommended to conduct future studies to trace such 

polarity across years to spot any statistically significant differences since the findings could be used by decision-makers to revisit 

entertainment policies in the Kingdom for better outcomes. 
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