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Abstract 

Considering the feasibility in China’s market and adopting existing pricing models on financial guaranty products 
and credit derivatives, a pricing model on financial guaranty products is built under the actuarial methodology. In the 
model, the geometric Brownian motion with correlation is chosen as the default process, the most prudent principle 
is applied to the calibration of the model and the Beta distribution is proposed to approximate the loss given default 
(LGD). 
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1. Introduction 

With the strong support of the country, credit guaranty companies funded by the government or other nonprofit 
organization appeared in China. Guaranty industry has undergone a rapid development. At present, China's credit 
guaranty industry has begun to take shape. However, traditional credit guaranty business is not enough to constitute a 
complete financial guaranty system. In Chinese market, even credit guaranty products with the easiest structure and 
trading mechanisms do not fully develop to meet the needs of social development. In recent years, the country has 
paid more attention to the financing channel of medium and small-sized enterprises. In this background, in-depth 
study of the financial guaranty products has more important significance for the future development of China's 
financial industry. 

2. Literature Review 

2.1 Credit Derivatives Models Suitable for Financial Guaranty Products 

As an important theory branches, structural model can be applied to the credit derivatives and financial guaranty 
products, which regards fluctuations of enterprise value over time as a geometric Brownian motion, assumes 
corporate defaults as enterprise value below a certain critical value, and uses the value of put option to describe the 
value of credit risk transfer. 

Many scholars recognized Merton (1976) as the earliest literature discussing structural model. After that, a large 
number of studies on credit products are conducted in basis of Merton (1976). While Merton model assumes default 
occurs only at the maturity date, and does not consider the case when enterprise value drops below default 
boundaries before the assessment date. So the internal logic of the model conflicts to the actual situation, which is the 
drawback of Merton model. 

To overcome the deficiency of Merton model, Black and Cox (1976) put forward first passive model, which still 
assumes the enterprise value follows a geometric Brownian motion. During the period of existence, once the value of 
credit assets drop below the pre-set threshold value of default, the assets initiate the liquidation process of default. 
Such improvement makes the model closer to the actual situation, while brings estimation problem of LGD. 

As the pioneering work for reduced form model, Jarrow (1997) for the first time took default process as discrete state 
space Markov chain converting among different credit ratings. Different credit rating corresponds to different 
Markov process “state”, where “default” level is an absorbing state. Transition matrixes among different states 
describe the probability of enterprise from the initial credit rating gradually to default. 

Documents as Duffie and Singleton (1999) are also an important branch of reduced form model, which propose term 
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structure model and affine intensity model. Term structure model introduces trend that default intensity changes over 
time, while affine intensity model connects default intensity to fluctuations process of corporate assets value, 
considering the circumstance that the fluctuations parameters of assets value change over time. 

2.2 The Application of Actuarial Loss Model in the Pricing of Financial Guaranty Products 

One important source of loss model for credit products, is credit derivatives pricing models. Once eliminating the 
reliance on pricing theory of risk-neutral, a large part of credit derivatives models can be used to estimate the 
considerable losses frequency. In the spirit of structural model, Gordy (2003) used the actual probability of default to 
adjust the value of credit risk portfolio. He pointed out current mainstream of risk management models can be 
deduced by the method, including the Credit Metrics software produced by Risk Metrics company, Credit Risk+ 
software produced by Credit Suisse Company, Credit Portfolio View produced by McKinsey and KMV models. 

Scholars actively carry out empirical research on these business models and provide suggestions for the model 
improvement of companies such as Risk Metrics, Credit Suisse, McKinney, and KMV. For example, Passalacqua 
(2007) empirically studied Credit Risk+ model of Credit Suisse Company and used a Beta distribution in the 
modeling of default extent. 

After reviewing literature related to quantitative analysis on credit derivatives, it is not difficult to find that, research 
work on credit derivatives concentrates on the study of the default occurrence and default frequency. Rare research 
pays attention to the actual losses after the default occurrence. So far, common models for LGD mainly relate to 
estimation of constant recovery and LGD naturally occurring in the fluctuate process of enterprise value. In general, 
various types of credit derivatives pricing model has been greatly enriched and expanded. In a number of credit 
derivatives models, many models and ideas can be applied to the field of financial guaranty products. To consider the 
issue in the risk-neutral measure is a major common feature of quantitative analysis literature on credit derivatives, in 
other words, structural model basically applies no arbitrage assumption to fix prices. Only base on measure 
alternation and hedge and replication strategies implicated in models, users can properly apply the model to develop 
practical trading strategies. 

3. The Pricing Model of Financial Guaranty Products Using Most Prudent Principle  

3.1 The Most Prudent Estimate Model 

According to the thought of Pluto and Tasche (2006), this paper firstly summarizes the general definition of the most 
prudent principle.  

Definition 1: θ  is a parameter to be estimated and its domain of values isΘ . The population distribution of 
historical data samples  |iX i I  is related to parameter distribution. A total ordering relation is defined on Θ , 
which is named prudence degree. If θ θ Θ1 2,  and θ θ1 2 , θ1  

is more prudent than
 
θ2 . For a given parameter 

value θ%, the test statistics of the hypothesis test problem which is based on the samples  |iX i I are given. 

    θ θ θ θ θ θ0 1:  vs. :H H% % % %                               (1) 

where the test statistic has been given. For the given significance level  , record as 

     θ θ θ， 0
ˆ sup :? the significance level dose not been deniedat H% %                 (2) 

where θ̂  is the most prudent estimate. 

Where parameter θ  can be a single parameter or vector parameter, historical data sample index set I  is generally 
limited set or countable infinite set, the supremum sup is defined on the total ordering relation of prudent degree in 
Θ . 

If prudent degree in Θ  meets certain “continuous” and the prudent degree of test statistics on parameters satisfies a 
certain “monotonic”, (2) can be equivalently written as 

     θ θ θ，  0
ˆ inf :   significance level dose not been deniedat the H% %                (3) 

In this paper, the parameters to be estimated θ  is the PD. The meaning of “prudent degree” is: the higher the PD, 
the more prudent. Under this definition, (2) equal s to (3). The intuitive sense of most prudent estimates is: PD takes 
a possible greater value, until this value is large enough to have sufficient evidence to negate the hypothesis that PD 
will attach this value. 

Definition 1 is more abstract and generalized, which can be extended to many similar statistical problems. However, 
the issues discussed in this article--PD of credit assets, do not need to use a generalized representation same as the 
Definition 1. Pluto and Tasche (2006) expressed the basic idea of the most prudent estimate with a simple case. 

In simple case described by Pluto and Tasche (2006), θ  in the Definition 1 takes a single term PD of individual 
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credit asset, denoted as q . They assume that single term PD assets in different credit rating (grade A, B, C) satisfies 

 A B Cq q q                                        (4) 

The grade with the highest credit-worthiness is denoted by A, the grade with the lowest creditworthiness is denoted 
by C. Neither in A nor in B nor in C any defaults occurred during the last observation period. Estimate of PD only 
takes reference of information in this cycle and is not affected by other information. 

Apparently, the range of q takes the interval  0,1 . According to an intuitive, it is easy to see, just q  meets the 
order relation and consists to size relationship of the real. The historical data sample is events that have occurred  

                 N either in A nor in B nor in C any defaults occurred during the last observation period  

The obligors are distributed to rating grades A, B, and C, with frequencies An , Bn , and Cn . And events of default 

are independent. We firstly consider the estimate of Cq , obviously 

     1 P  r  Cn

CA ny defaults occurre n qd i C  

Thus, we set  1 Cn

Cq  as the test statistic in equation (1). It is easy to see that the most prudent estimate is 

 
1

ˆ 1 Cn
Cq                                        (5) 

Then, we consider the estimate of Bq . Of course, the estimate of Bq  can be same with that in equation (5). 

However, this way can not reflect the feature that “credit rating in grade B is higher than grade C”. Therefore, we 

need to consider credit assets in grade B, grade C together: 

       Pr 1 1          B Cn n

B CA ny defaults occurred neither in B nor C qin q                 (6) 

At this time, if take results of equation (5) into the right side of equation (6) as the test statistic, then inevitably get 
  1 1Bn

Bq , which is unreasonable. Therefore, we consider appropriately adjust the test statistic to relax the 
restrictions. Noticed  

B Cq q  

Accordingly           
      1 1 1 1 1B C B C B Cn n n n n n

B C B B Bq q q q q , take   
1 B Cn n

Bq  as the limits of the statistics, 
then the most prudent estimate of Bq  is 

  
1

ˆ 1 B Cn n
Bq                                       (7) 

Similarly, the most prudent estimate of Aq  is 

   
1

ˆ 1 A B Cn n n
Aq                                     (8) 

If there are more credit ratings, we get their most prudent estimate in the same way. 

If instead of no default, the known information discloses few defaults. We can still get the most prudent estimates in 
a similar way. This issue will be illuminated later on. 

The intuitive meaning of equation (5)(7)(8) is: a high credit rating is more difficult to breach the contract than the 
low credit rating. Assets in the high credit rating are likely to be reduced to a low credit rating firstly, and then 
gradually slump towards default. Therefore the fact any defaults occurred in a low credit rating should be fully 
considered in the PD estimate process of high credit rating, which plays a “supporting role” on credit status of high 
credit rating.  

3.2 The Introduction of Relevance and the Modeling of Assets Value Process  

For more complex cases, it is easy to see the from above derivation, if a default event of credit assets has good 
independence -namely defaults between different credit assets are independent. If the default likelihood of same 
credit asset in different periods is independent, then we only need to consider two events-the individual credit asset 
default and non default, which means asset PD is estimated in the most prudent principle. The specific expression is 
similar to (5)(7)(8). 

However, the relativity of credit assets is the indispensable factor in the credit product research. It is difficult to 
describe the correlation only depending on a single term PD. To overcome this problem, we must introduce 
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appropriate stochastic process to describe the process when defaults occur. This paper follows ideas of Gordy (2003) 
and similar literature, describing a default as corporate assets reach the threshold of a default event for the first time. 
Based on the original model, we put forward following hypothesis: 

(Ⅰ) Asset fluctuation process of each enterprise may be unobservable. Models of this article does not need to 
actually define the asset fluctuation process and default threshold values for each enterprise, just assume that there is 
an inherent stochastic process for each enterprise, and the value of the process determines whether a company breaks 
a contract. 

(Ⅱ) On the assumption that the value fluctuation process of enterprise assets follows the Brownian motion. 

(Ⅲ) To simplify the calculation, the authors restrict the default only occurs at the end of each cycle. Therefore, as to 
the corresponding Brownian motion of assets value, we only need to consider corresponding increment of each cycle. 
This increment follows normal distribution. 

From the beginning of debt credit ratings produced to now, the number of all credit assets that ever existed and 
currently exist in the market is N . We denote the existence period of credit asset n  as       , , 1,2, ,t n T n n NL . 
Considering the asset fluctuation process on discrete time points, this paper supposes     ,t n T n N . Namely, asset 
values on each discrete time points are 

        , | 1,2, , ; , 1, ,n tV n N t t n t n T nL L  

Similar to Pluto and Tasche (2006), ,t nV  follows the standard normal distribution. The correlation of different assets 
at the same time point is 

   , ,corr , [0,1]n t m tV V                                   (9) 

where corr  represents the correlation coefficient of two random variables. 

To construct this asset value process, we introduce the stochastic process influencing the value of each asset, which is 
called system factor, denoted as 

 | 0,1, ,tS t TL  

where    m ax | 1,2,T T n n NL , which means the time range of above process includes the existence period of 

all sample credit assets. 
Then, we use the standard normal random vector sequence 

    ξ 1, 2, ,, , , 1, ,t t t N t t T
v

L L  

If  N 0,1tS :
 

and the relationship between ,n tV  and  tS  is as follows: 

     , ,1 , 1, , ; 1, ,n t t n tV S n N t TL L                           (10) 

the equation (9) is established. 

According to Pluto and Tasche’s (2006) ideas, system factors on different time points have a certain correlation, 
which exponentially diminishes with the increases of time interval. This correlation is expressed as 

     1 2

1 2

| |

1 2corr , ,0 ,t t
t tS S t t T                                (11) 

Where  [0,1]. 

Construction methods which satisfy system factors fluctuations process (11) are: taking a standard normal random 
vector 

  0 1, Tw w w w
v

L  

and wv  and t

v
n  are independent,  1, ,t TL . 

The sequence of random variables  | 0,1, ,tS t TL  is defined as 

        2
1 1  ,1 , 0 1t t tS S w t T                               (12) 

And  0 N 0,1S : , 0S  and wv , t

v
n  are independent,  1, ,t TL  

Proposition 1 is satisfied by  tS and ,n tV
, 
which are defined by equation (10) and (12). 

(Ⅰ)  tS and  ,n tV can be defined by   ,n t and  tw and 
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   



   20
1

1
t

t t i
t i

i

S S w
                                 (13) 

where  




1

0
t

t i
i

i

w

 

when  1t . 

    



 
     

 
2, 0 ,

1

1 1
t

t t i
n t i n t

i

V S w                         (14) 

(Ⅱ) tS and ,n tV  follow the standard normal distribution and satisfied the requirements of equations (9) and (11). 

Prove: firstly to prove equation by mathematical induction (13). When  0,1t , it is easy to make the equation (13) 
true from the definition of equation (12). For  1l , the equation (13) is true when t l , namely 

   



   20
1

1
l

l l i
l i

i

S S w  

From equation (12), we obtain 

 

    

  

 







  



  

 
     

 

  





2
1 1

2 2
0 1

1

1
1 2 1

0
1

1

1 1

1

l l l

l
l l i

i l
i

l
l l i

i
i

S S w

S w w

S w

 

Namely equation (13) is true when  1t l . Therefore equation (13) is proved. Take equation (13) into equation (10) 
to obtain equation (14). 

It is easy to see  tS and  ,n tV are subject to normal distribution by the basic properties of its random variables. 

From equation (13) and its independence, the expectation and variance of tS are respectively: 

 

     

 

 

     

 

 

  

  

  

  

  

  

 

























 
   

 
 

   
 



 
   

 
 

  
 

 
   

 

 


 













2
0

1

2
0

1

2
0

1

2
0

1

2 2 2 2
0

1

2 2 2 2

1

2
2 2

E E 1

E + 1 E

0

V ar V ar 1

V ar +V ar 1

V ar + 1 V ar

+ 1

1
+ 1

t
t t i

t i
i

t
t t i

i
i

t
t t i

t i
i

t
t t i

i
i

t
t t i

i
i

t
t t i

i

t
t

S S w

S w

S S w

S w

S w




21

1

 

Therefore,  tS  is a random variable sequence of standard normal distribution. 

Further, from the independence between   ,n t and  tw ,   ,n t and 0S , and equation (13), we know that   ,n t and 

 tS are independent. Then from equation(10) and   ,n t follows standard normal distribution, we obtain 
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   
   

   
     

 

  

 

  

  

  



  

  



, ,

,

, ,

,

E E 1

E 1 E

0

V ar V ar 1

V ar 1 V ar

1

n t t n t

t n t

n t t n t

t n t

V S

S

V S

S

 

Therefore,  ,n tV is sequence of standard normal distribution. 

For  1 ,n m N , n m , since   ,n t and  tS are independent  

   
   

 
 

   

 





    





, ,

, ,

, ,

, ,

cov ,
corr ,

V ar V ar

cov 1 , 1

cov ,

n t m t

n t m t

n t m t

t n t t m t

t t

V V
V V

V V

S S

S S

 

Then equation (9) is proved. 

From the independence of  tw and equations(13)(14), we known that when   1 20 t t T , 

   
   

1 2

1 2

1 2

1 2

1 1 2 2

1 1 2

1 1 2 2 2

1

1 1

2 2

0 0

1 1

2 2 2

0 0

1 1 1

2

0

cov ,
corr ,
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cov 1 , 1

cov 1 , 1 1

cov 1

t t

t t

t t

t t

t t i t t i

i i

i i

t t t

t t i t t i t i

i i i

i i i t

t t i

S S
S S

S S

S w S w

S w S w w

S

     

       

  

 

 

  

   





    
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  

 
 
 
   

      

 

  
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1
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i

i

t
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  


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

 

Then equation (11) is proved, namely that all the conclusions of Proposition 1 are true. 

According to the above hypothesis and conclusions of Proposition 1, the model in this paper has depicted the credit 
assets value process and the relevance. We will consider the modeling of default event in the following parts of this 
paper. 
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3.3 Modeling of Default Event 

In previous section, we assume that the total number of all credit assets ever existed or still exists currently in the 
market is N . Considering the total number of credit assets and the total number of each credit rating are changing 
over time, in order to describe the contents of this section, we need to introduce some of the following marks. 

Credit ratings are degradedly denoted as 0,1,2, ,KL , where 0 indicates inexistence (including unissued or matured 
situations), so it has no probability of default; 1 indicates the highest credit rating (like AAA); K indicates default. 

  kN t , 0,1, ,k KL . The issued number of debts in each rating is   kN t  within the t  year(s) in the market. 
        0 1 KN t N t N t NL  

In normal circumstances, the credit status of assets changes in some point of the year, but not necessarily in the end 
or early of the year. In this case, we make an approximation: for assets locating in a credit rating less than one year, 
their time proportions at the level in the year are recorded in the assets number of credit levels. The specific 
calculation method is given by the following Definitions 2.  

Definition 2: The time bucket of asset n  in the rating k  is    [ , ]k kt n T n   , 1,2, , 1k KL . For a given yeart , the 
number of assets in rating k  contributed by the asset n  in the year t is 

         
         

  0  , 1 

m in , 1 m ax ,   ,

n k k
k

k k

t n t or T n t
N t

T n t t n t other
             (15) 

and the time-weighted number of assets in rating k  in the year t  is  

     


 
1

N
n

k k
n

N t N t
                                    (16) 

Although   kN t  in such definition represents the number of assets, but be not necessarily an integer, for example, 
a credit asset 0n  before July 1, 2000 located in rating 1, and was reduced to rating 2 by rating agencies on July 1, 
2000. In 2000, the asset 0n  separately locates in rating 1 and in rating 2 for half a year, thus asset 0n  increases the 
number of credit assets in rating 1 and rating 2 in 2000 by 0.5. 
Based on the fluctuation process of asset values, we use a given credit rating k  and the probability of default kp , 
which is the PD of a single asset in the rating, to build the default threshold value model    1

k kD p . For any asset 
n  in the rating k , when , that is, corporate assets cannot pay off its debts, the asset  ,n kV D

 
defaults and so 

does the company. From then on, the company enters a follow-up process instead of following the original asset 
value process, where   is a standard normal distribution function. In consistent with the actual situation, 
 kp should satisfy 

    1 20 1Kp p pL                                  (17) 

Because value processes of different assets have a correlation, we can introduce the most prudent principle into the 
valuation process in the PD model. 

3.3.1 The Deduction of No PD and the Most Prudent Estimation 

In order to use the most prudent principle for valuation, we have to deduce the probability of no default (or only a 
small amount of default records, such as case with 1 default record, 2 default records) in credit assets. 

Proposition 2: If the credit rating of the asset n  in the year t  is k , and  0 k K , the probability that the credit 
asset n  has no default in the year t  under the condition of given factors is 

       ,Pr |0 ; ,n t k l t kV D S l t G S p                            (18) 

where 

    




  
    

1

; ,
1

p y
G y p                                (19) 

Prove 
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     
 

   

 













        

 
      

  
      

, ,

,

1

,

Pr |0 Pr 1 |0

Pr |0
1

Pr |0
1

n t k l t n t k l

k t
n t l

k t
n t l

V D S l t S D S l t

D S
S l t

p S
S l t

 

Since  ,n t and  |0lS l T  tS are independent as well as the definition of conditional probability, we know 

     

 

 

 


 






 



      
               

  
     



1 1

,

1

Pr |0 1
1 1

1

; ,

k t k t
n t l

k t

t k

p S p S
S l T

p S

G S p  

The equation (18) is true. 

It is not difficult to find that the function  ; ,G y p  monotonically decreases with the variable p  because of   
and the monotonicity of its inverse function  1

. 

Considering the probability of that all assets may not default in the yeart , we can obtain that the value of those 
assets is independent of lS  according to equation (10). Therefore, for  1,2, ,k KL  

      
        Pr ;     ,

kN t

l t kno asset in credit level k defaults in the y Sea pr t G S  

To draw similar results with equations (6)(7)(8). When a certain credit rating is estimated by the most prudent 
principle, the numbers of non-default credit assets in the rating and below have to be taken considered. Therefore,  

  
   

   

   


















   

   






1

1

1

Pr

; ,

; ,

; ,

              

j

j

K

j
j k

l

K N t

t j
j k

K
N t

t k
j k

N t

t k

no asset in the credit level no m ore than k defaults in the year t S

G S p

G S p

G S p

 

For  1,2, , 1k KL , we introduce  

   




 
1K

k j
j k

N t N t%                                   (20) 

which indicates the total number of non-default credit assets in the ratings below k  in the yeart . Using the most 
prudent principle to estimate the PD of credit assets in the rating k  should take the following into consideration: 

      P           r ; ,    kN t

l t kno asset in the credit level no m ore than k default S G S ps in the year t
%

         (21) 

Then, we can find that credit assets in different time are independent of  lS  according to equation (10), so we 
conclude  

      



1

     Pr ; ,       k

T
N t

l t k
t

no asset in the sam ple in credit level no m ore than k d S G S pefaults
%

         (22) 

Definition 3: 

       


1
1

, , ; , ; , k
T

N t

k T k t k
t

x x p G x p
%

L                             (23) 

is the non-default link function of the ratings below k . 

Equation (21) is the upper bound estimate of no-default PD under the condition of given system factors. We need to 
derive the valuation of unconditional default PD, but the system factors are unobservable. Therefore, we have to 
study the result of the density of simultaneous distribution integral of   |0TS l T  in equation (14) and get  
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          Pr E       ; ,  kN t

t kno asset in credit level no m ore than G Sk default in the year t p
%

           (24) 

We obtain 

         


 




  
        


1

22 222
0 1 0 12

1

1 1
, , , 2 1 exp

2 1

T TT

S T t t
t

f x x x x x xL                (25) 

Next, we use equation (25), which presents the probability measure, to integrate equation (23) and we get the right 
expression of equation (24), which is the expression of the unconditional upper bound estimate of no default PD. 

     

       

   

   

   



  

  

   

  




  
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  

  
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

0 0 1 1 0 1

1
22 2 222

0 1
1

0 1
1

; , , , , , , , , ; ,

1
2 1 exp 1

2

; , k

k S T k T k T

T TT

t t
t

T
N t

t k T
t

P p T k f x x x x x p dx dx dx

x x x

G x p dx dx dx
%

@ L L L L

L

L

           (26) 

Where the subscript 0 of 0P denotes the historical observations of default event is zero. 

Obviously,   0 ; , , ,kP p T k
 

continuously and monotonically decreases with kp . Therefore, according to the most 
prudent principle, for a given parameter   ,  and significance level , we just need to solve the equation 

   0 ; , , ,kP p T k                                   (27) 

And we can get the most prudent estimate of the probability of default kp . 

3.3.2 The Most Prudent Estimation in Few Defaults 

We set the number of historical defaults tod  (  0 d N , usuallyd N= ) and consider when using the most 
prudent principle to valuate.  

     Pr    d of the numP The U p ber of default eper venB oun dtsd@                  (28) 

Similar to proposition 2, for a given credit rating k , when  1d , we get 
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When  2d , we get  
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                                  (30) 

In a similar way with equations (29) and (30), we can write the expression of   1 ; , , ,kP p T k  whend  is a higher 
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value. Because this expression form is complicated and difficult to write a unified formula, and the practical 
problems we are studying do not require a higherd , so the formula of higherd  is not derived any more in this paper. 
Similar to equation (27), after solving the equation 

   ; , , ,d kP p T k                                    (31) 

we can get the most prudent estimate. 

3.4 Loss Given Default Model and Risk Cost Pricing 

The extent of loss given default is generally replaced by its expectation. We use the idea of Passalacqua (2007) to 
make the model more sophisticated. We apply Beta distribution as the model of default loss extent. We assumes 
under the conditions when loss given default occurs, the percentage of losses extent to guarantee amount follows 

  B eta , , , 0a b a b  distribution, where  ,a b is the distribution parameter. 

The density function of Beta distribution has various shapes. We can choose the appropriate parameters combination 
according to the actual situation. The problems Beta distribution may encounter in the pricing process is that: with 
less default data, it is difficult to find a strong basis to determine the portfolio  ,a b . However, compared to a single 
point assumption, Beta distribution of loss given defaults is more scientific. 

Based on existing model and parameters estimation of PD and loss given default, we apply Monte Carlo simulation 
to generate fluctuations process of assets value defined by formulas such as (10)(12). We determine default event in 
each random orbit according to threshold value of default, Then, based on the value of loss given default, we 
comprehensively consider the results of various tracks, and use average value of loss or value at risk, to determine 
the risk cost of credit portfolio, and draw corresponding price of guarantee products. 

4. Conclusion 

According to the characteristics of financial guaranty products, we use the ideas of actuarial method to determine 
their risk cost. The most prudent principle is applied to the most critical part-the estimation of PD. At present, 
existing research on the most prudent estimation stops in the stage of measure PD. In this paper, this idea is applied 
to the pricing of guaranty products, cooperating with the loss extent distribution of guaranty product prices.  

Acknowledgements  

The authors would like to acknowledge generous support from “the Fundamental Research Funds for the Central 
Universities (Grant No: SWU140933). 

References 

Black, F., & Cox, J. C. (1976). Valuing Corporate Securities: Some Effects of Bond Indenture Provisions. Journal of 
Finance, 2(31), 351-367. http://dx.doi.org/10.1111/j.1540-6261.1976.tb01891.x 

Duffie, D., & Singleton, K J. (1999). Modeling Term Structures of Defaultable Bonds. Review of Financial Studies, 
4(12), 687-720. http://dx.doi.org/10.1093/rfs/12.4.687 

Gordy, M. B. (2003). A Risk-Factor Model Foundation for Ratings-Based Bank Capital Rules. Journal of Financial 
Intermediation, 3(12), 199-232. http://dx.doi.org/10.1016/S1042-9573(03)00040-8 

Jarrow, R., Lando, D., & Turnbull, S. (1997). A Markov Model for the Term Structure of Credit Risk Spread. Review 
of Financial Studies, 10(2), 481-523. http://dx.doi.org/10.1093/rfs/10.2.481 

Merton, R. C. (1974). On the Pricing of Corporate Debt: the Risk Structure of Interest Rates. Journal of Finance, 
2(29), 449-470. 

Passalacqua, L. (2006). A Pricing Model for Credit Insurance. Giornale dell'Istituto Italiano degli Attuari, (69), 
87-123. 

Pluto, K., & Tasche, D. (2006). Estimating Probabilities of Default for Low Default Portfolios. In Engelmann, B. & 
Rauhmeier, R. (Eds.), The Basel II Risk Parameters, Valuation, Validation, and Stress Testing (pp.79-103). 
Springer. 


