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ABSTRACT

An auditory-based feature extraction algorithm naming the Basilar-membrane Frequency-band Cepstral Coefficient (BFCC)
is proposed to increase the robustness for automatic speech recognition. Compared to Fourier spectrogram based of the Mel-
Frequency Cepstral Coefficient (MFCC) method, the proposed BFCC method engages an auditory spectrogram based on a
gammachirp wavelet transform to simulate the auditory response of human inner ear to improve the noise immunity. In addition,
the Hidden Markov Model (HMM) is used for evaluating the proposed BFCC in phases of training and testing purposes conducted
by AURORA-2 corpus with different Signal-to-Noise Ratios (SNRs) degrees of datasets. The experimental results indicate the
proposed BFCC, compared with MFCC, Gammatone Wavelet Cepstral Coefficient (GWCC), and Gammatone Frequency Cepstral
Coefficient (GFCC), improves the speech recognition rate by 13%, 17%, and 0.5% respectively, on average given speech samples
with SNRs ranging from -5 to 20 dB.

Key Words: Gammachirp filterbank, Speech recognition, Cepstral coefficients, Auditory modeling, Basilar-membrane
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1. INTRODUCTION
The automatic speech recognition (ASR) system nowadays
sophistically and widely deployed in various and numerous
of smart devices and electronics for many applications, for
example, google voice search on laptop or smartphone are
popularly used for information retrieval, navigation, internet
shopping, entertainment etc., the smart home appliances con-
trolled by voice and the identity authentication for internet
bank or smart home by voice-print recognition etc., however,
to against noise interruption in ASR still being drawn much
attention for investigators to improve ASR robustness.

In this paper, a new feature extraction based on a gammachirp
filterbank is proposed to improve the noise robustness for
ASR, wherein Discrete Cosine Transform (DCT) operation,
mel-filter bank and energy calculation in Mel-Frequency Cep-

stral Coefficient (MFCC)[1] are replaced by the procedures of
the gammachirp filterbank generation, the cochlear wavelet
transformation and the auditory spectrogram[2] in the pro-
posed namely Basilar-membrane Frequency-band Cepstral
Coefficient (BFCC) method, which is thereafter used to eval-
uate the ASR accuracy performance in the cases of the noise
environments, for example, people who uses ASR system on
smart phone for information retrieval while being interrupted
by the chatting passengers surrounding in a car or a subway
system, or people who is in an museum hall or a concert hall
to search the corresponding information regarding the seeing
object or listening music by voice or music search at smart
phone. Accordingly, four kinds of noises including suburban
train, babble, car, and exhibition hall, from the AURORA-2
database are used for evaluating the proposed BFCC.
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Compared to the traditional auditory filter, the grm-
machirp[3, 4] filter was demonstrated for performing the smart
candidate for an asymmetric and layer dependency filter-
bank in simulating the auditory processing, particularly to
the noise speech data. For the grmmachirp filter provided
the excellent characteristics of notched-noise masking data
to improve the noise robustness in an ASR system. Although
MFCC was investigated the sophisticated performance in
speech recognition system, the properties of Fourier trans-
form and the triangular mel-filterbank in MFCC were shown
unlikely the sound wave sensitivity at basilar-membrane in
human auditory system, and gave the less robustness in the
presence of additive noise. In other works, suppression of
the additive noise interruption for ASR by using spectral
subtraction methods[5] and by Wiener filters[6] were ever
well-investigated.

Many models were examined the frequency resolution of
the basilar membrane functions within the cochlea of human
inner ear. Most of these models used a constant-Q filterbank
to represent the membrane. Among them, the gammatone
function[7, 8] was indicated the better approximation of the
experimentally determined auditory response. Accordingly,
Adiga et al.[8] proposed a robust speech recognition system
based on Gammatone Wavelet filterbank Cepstral Coeffi-
cients (GWCC), of which the steps in the feature extraction
processes are mostly the same as MFCC. Similarly, Shao et
al.[9] proposed a robust speech identification system against
noise based on Gammatone Frequency Cepstral Coefficients
(GFCC). Yang et al.[10] inspected that the functions of the
basilar membrane in the human ear that can be viewed as an
affine wavelet transform. Therefore, the filterbank used in
auditory-based speech recognition systems[11–13] should also
possess a wavelet property. However, in general, to construct
the Continuous Wavelet Transform (CWT) that requires an
infinite number of translations of the wavelet function; in this
case, this proposed work only uses a finite set of filters for
transformation. In Ref.,[14] the auditory-based transforma-
tion approach realized a robust feature extraction algorithm
for speaker identification under mismatched conditions that
achieved the greater identification accuracy than MFCC.

In this work, an auditory-based feature extraction method
naming BFCC based on the basilar membrane functions
within the cochlea of human inner ear is proposed. The
AURORA-2 database is conducted in the experiments, and
HTK (HMM tool kit) is applied for model training and test-
ing. Four kinds of noise datasets including, suburban train,
babble, car, and exhibition hall, mixed in different SNRs de-
gree from -5 dB to 20 dB step 5 dB that are used for system
training and testing. The experimental results indicate the av-
erage word accuracy of the proposed BFCC method is higher

than that of MFCC about 13.6%, and also higher than that of
GWCC and GFCC about 17.3% and 0.5%, respectively.

The rest of this work is organized as follows. Section 2
described the detailed procedures and comparison among
the BFCC framework with the related works. Experiments
setting and results with relating comparison and analysis are
discussed in Section 3. Conclusion is drawn in Section 4.

2. BASILAR-MEMBRANE FREQUENCY-BAND
CEPSTRAL COEFFICIENT

The flowchart of the proposed BFCC method which is inter-
rupted by noise surrounding environment for ASR system
is shown in Figure 1. Initially, in training phase, the input
speech with additional noise is transformed to the auditory
spectrogram[15, 16] and calculated by the proposed BFCC
method, next to be trained by HMM through HTK toolkit,
whereas in the recognition phase, the input speech is col-
lected and transformed to auditory spectrogram, and the ex-
tracted feature is then yielded through BFCC prior to Viterbi
algorithm for speech recognition. In order to outperform the
accuracy and robustness of the proposed BFCC feature ex-
traction compared to the other related approaches, the follow-
ing sections elucidate the proposed BFCC, GWCC, CFCC
and MFCC, with the comparison conducted and discussed in
the experimental results in Section 3.

Figure 1. Overview of BFCC feature extraction processes
for ASR system

2.1 BFCC feature extraction method
The basic notion for basilar-membrane function in cochlea of
human inner ears is the traveling wave of motion performed
in basilar membrane, the characteristic frequency at a spe-
cific point of membrane parameters is determined along its
length, in which the widest and least stiff at the apex of the
cochlea senses the high frequency, on the contrary, the nar-
rowest and most stiff location perceives the low frequency.
Such characteristics give the motivation to propose the BFCC
feature extraction to improve the robustness in an ASR. The
fundamental flowchart for the proposed BFCC is shown in
Figure 2, wherein the human inner ear can be modeled by
a gammachirp filter[17] for the high frequency selectivity
performance. Initially, the proposed BFCC normalizes the
speech signal in accordance with (1),
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s[n] = (x[n]− xmean)/xmax (1)

where n is the sample index, x[n] is the speech signal, xmean

is the mean intensity of the speech signal, and xmax is the
maximum intensity of the speech signal.

Figure 2. Flowchart of the proposed BFCC feature
extraction Method

Having normalized the speech signal, the gammachirp
wavelet kernel is then built. The gammachirp function is de-
rived from the gammatone function[18] which is the impulse
responses in cochlear[19] simulated by the reverse-correlation
approach,[3, 20] the magnitude response of gammatone filter
masked the data to acquire the magnitude response in the au-
ditory filter psychophysically. Patterson et al.[20] investigated
that the gammatone filter performed nearly the same char-
acteristics as the rounded exponential auditory filter[21, 22]

in magnitude response. Above examinations indicated that
the gammatone auditory filter was expected to simulate the
time-domain features as human cochlear filtering. Beside, an
asymmetric magnitude response in a filter gave a “chirp” in a
carrier term known as the response in the basilar membrane
examined by Irino et al.,[17] the carrier term in gammatone
function was then yielded a gammachrip auditory filter to
simulate the level-dependent asymmetry.[4]

In the proposed BFCC, the bandwidth of each filter is de-
signed as the corresponding Equivalent Rectangular Band-
width (ERB) measured by psychoacoustics to approximate

the bandwidths of filter as human auditory. Note that the
ERB at any frequency f (in Hz) can be calculated, and the
ERB is specifically chosen here since it provides a close
approximation of the filter bandwidths as the human auditory
system. The function for gammachirp filterbank thus can be
represented as (2),

(2)

where σ and λ are parameters corresponding to the envelope
in the gamma distribution, fc is the central frequency of each
filter, ε is the chirp term, φ is the phase, n is the sample
index, j is the sample location variable, and bi is the scale
factor of each frequency bin i. When ε = 0, the gammatone
function is generated as (3),

(3)

The simulation paradigms of the impulse response in gam-
matone filter and gammachirp filter are shown in Figures 3
and 4, respectively, with eight channels of filter.

Figure 3. Impulse response of the gammatone filter

After the signal s[n] is normalized, then the gammachirp
filterbank gc[i, n] is built and used in the proposed BFCC
method followed by the cochlear wavelet transform (CWT)
as (4),

(4)
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where CW [i, n] is the complex-valued output of the discrete
CWT, i is the bin index of frequency, I is the summed fre-
quency of bins and n is the signal sample. The absolute
values |CW [i, n]| of the outcome is derived from (4) for all i
collected from the auditory spectrogram. The spectrogram is
partitioned as a method used in MFCC to the windowing pro-
cess. Thereafter, the partitioned spectrogram next input into
a logarithm function and DCT operation to extract BFCC
features. In this work, g(l) in DCT operation is defined as
(5),

(5)

where c(k) is shown as (6),

c(k) =
{√

1/2 for k = 0
1 for k = 1, 2, · · · , N − 1 (6)

Figure 4. Impulse response of the gammachirp filter

After DCT operation finished, the BFCC features are ac-
quired.

For CW [i, n] is the complex-valued output in the discrete
CWT, the spatial information can be included in the phase
part, such a case is very useful for collecting the sound data
in the case of multi-microphones. The differences of fea-
ture extraction procedures between MFCC and the proposed
BFCC are shown in Figure 5.

2.2 Gammatone wavelet cepstral coefficients
The gammatone wavelet cepstral coefficient abbreviated as
GWCC[8] was proposed by Adiga et al. that treated as a fea-
ture extraction method based on human auditory perception,
the gammatone wavelet used in GWCC is derived from the
popular gammatone functions to develop a robust feature
extraction algorithm against noise. The wavelets combined
the characteristics of human peripheral auditory system, par-

ticularly in the spatially-varying frequency response of the
basilar membrane. The steps involved in GWCC extraction
method for input speech are similar to MFCC technique hav-
ing the different filterbank used, wherein GWCC replaced
the mel-filter bank in MFCC by using a gammatone-wavelet
filterbank.

Figure 5. Comparison of feature extraction methods
between MFCC and the proposed BFCC

The gammatone function shown in (7) is a sinusoid tone
modulated by a gamma distribution function,

(7)

where t (in seconds) denotes time, wc is the center frequency
(in radians/second), α is the bandwidth parameter which de-
termines the effective duration of g(t), u(t) is the unit step
function, and N is the order controls the rise and decay of
the function. If N is parameterized in the range 3 to 5, the
gammatone function provided a great similarity as the basilar
membrane responses. The gammatone function could not be
seen as a wavelet because it does not satisfy an important
gauge for wavelet analysis, namely the admissibility condi-
tion that FT of the wavelet should vanish at zero frequency.
The Fourier transform of g(t) is as (8),
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(8)

where w (in radians/second) is the angular frequency.

The derivative of the gammatone is a straightforward Fourier
transform expression given by (9)

(9)

In order to stabilize the resulting wavelets to the existing and
corresponding WT, n cannot exceed the order parameter N
of the gammatone function.[20] Therefore, the gammatone
wavelets function in the time domain could be presented as
(10):

(10)

where β = −α+ ejwc.

In the construction of the gammatone filterbank, bandwidth
of each filter is taken as the corresponding ERB. The equa-
tion chosen for calculating ERB (in Hz) at any frequency f
(in Hz) could be expressed as (11):

(11)

The calculation of center frequency fc for a channel k is
based on (12):

(12)

where 1 ≤ k ≤ K, K is the total number of filters,
C = 228.83, fmin and fmax are the lowest and highest
cutoff frequencies of the filterbank.

As mentioned above, the feature extraction step is similar
to MFCC, however, only the applied filterbank is different,
wherein the gammatone wavelets are applied in GFCC rather
than the wavelet transformation used in MFCC to extract
the input speech into the features. The flowchart of GWCC
compared to MFCC and the proposed BFCC is shown in
Figure 6.

Figure 6. Flow chart of GWCC compared to MFCC and the
proposed BFCC

2.3 Cochlear frequency cepstral coefficients

The cochlear filter cepstral coefficients named CFCC[14] was
proposed by Q. Li et al., to improve the robustness for the
speaker recognition. An auditory transformation was applied
to the modules imitating the signal processing function in
human cochlea; CFCC improved the robustness to noise with
the benefits of only using the real number for calculation and
separating the frequency at any linear or nonlinear scale.

Given f(t) as the input speech signal, a cochlear filter ϕ(t)
regarding the basilar membrane impulse response for convo-
lution with f(t) transformation is displayed in (13):

(13)

where a and b are real numbers, and T (a, b) is the output
relating the decomposed signal in basilar membrane, and
ϕa,b(t) is in (14)

(14)

In (14), the factor a is a scale parameter, where b is a time
shift argument, and the critical potion in the transformation
is the cochlear filter displayed as (15).
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(15)

where α and β indicate the shape and width of the cochlear
filter in the frequency domain, h(t) is the unit step function.
After the cochlear filter done, the input speech is processed
by the hair cell in (16),

(16)

Next, the duration of the count relating the current band
central frequency given by (17):

(17)

where d is the window length, after the hair cell processed,
the logarithm operation is replaced by the cubic root and
output for DCT operation to generate the CFCC. The dif-
ference of flowcharts among CFCC, MFCC, the proposed
BFCC and GWCC are shown in Figure 7. However, CFCC
without using the filterbank thus excluded in the experiments,
for CFCC performed the totally different processes among
the participated feature extraction methods.

Figure 7. The flowchart of CFCC compared to MFCC, the
proposed BFCC and GWCC, however CFCC is not
participated the experiments for the totally different
processing flowchart among three approaches

3. EXPERIMENTAL RESULTS AND COMPARI-
SON

3.1 Corpus setup

To evaluate the robustness and performance of the proposed
BFCC method in two cases of clean and noisy conditions,
further to compare with the multiple feature extraction meth-
ods, such as MFCC, GWCC and CFCC, the AURORA-2
database is chosen for the experiments. The speech model is
trained by different SNR degrees (-5 to 20 dB step -5 dB) of
mixed dataset comprising clean and noisy data. To generate
the noisy data, the clean dataset is further mixed with four
types of noise data, including (1) suburban train, (2) babble,
(3) car, and (4) exhibition hall. Totally, 8,440 utterances
are yielded for training purposes and split equally into 20
subsets, each SNR subset contains 422 utterances and the
sampling rate is 8 kHz, and each subset including one clean
data with five SNR types of noisy data, that is, 5 dB, 10 dB,
15 dB, and 20 dB, respectively. In the test part, four types of
noisy data with different SNRs on -5 dB, 0 dB, 5 dB, 10 dB,
15 dB, and 20 dB are also built. Each SNR subset contains
1,001 utterances and totally 24,024 utterances are generated
for testing. The entire mixed training and testing data are
presented in a short sentence. Each sentence is composed of
one to seven words. The words are zero to nine digits and
an alphabet “O”. The detailed corpus setup with data type,
categories and characteristics are shown in Table 1.

Table 1. Corpus Setup
 

 

Data type Categories Characteristics 

Training 
Dataset 

Data type Clean and Noisy 

Sampling rate 8 kHz 

Number of Speakers 55 males and 55 females 

Noise types 
Suburban train, babble, car, 
exhibition hall 

SNR Types 
Clean, 5 dB, 10 dB, 15 dB, 
20 dB 

Utterances Number/SNR  422 

Total utterances 8,440 

Testing 
Dataset 

Data type Noisy 

Sampling rate 8 kHz 

Number of Speakers 55 males and 55 females 

Noise types 
Suburban train, babble, car, 
exhibition hall 

SNR Types -5 to 20 dB step 5 dB 

Utterances Number/SNR  1,001 

Total utterances 24,024 

 

The speech recognizer used for evaluating multiple feature
extraction methods are based on HTK for training and recog-
nition as in Figure 8. Particularly, GFCC herein is involved
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for the comparison with other three methods, due to GFCC
almost performed the same processing as BFCC, wherein
the gammatone filter in GFCC are replaced by gammachirp
filter in the proposed BFCC. In addition, the frequency
band is divided into 64 sub-bands named the cochlear fre-
quency instantaneous frequency (CFIF) thus having 64 di-
mensions and plus the Cochlear Frequency Spectrogram En-
ergy (CFSE), totally 104 dimensions are summed for testing
namely BFCC+CIF+CFSE.

To train HMM models, the lexicon, syllable labels and train-
ing corpus are in need of well preparation prior to deal with
the static features with two estimated dynamic features (∆
and ∆∆) for each digit. Note that a whole-word model is
used to train for each digit, and silence as well as space mod-
els are also trained in the process either. Thus, a total of
13 word models are involved. The recognition performance
of the proposed scheme is evaluated in terms of the word
accuracy and compared with that of the related methods for
benchmarking purposes.

Figure 8. Training/recognition flowchart of speech
recognizer based on HTK

3.2 Experimental results and comparison
In the experiments, the examples based on mono AURORA-
2 of digit words are shown in Table 2 for evaluating the
performance and robustness among MFCC, GWCC, GFCC
and the proposed BFCC under different SNRs degrees.

Table 2. Corpus types and pronunciation in AURORA-2
 

 

Index Contents 

Content of Digit One to nine and zero 

Content of Letter O 

Example1 2203 (Pronunciation) 

Example2 3467701 (Pronunciation) 

 

Figure 9 is shown the case of word accuracy under suburban-
train noisy data among five feature extraction methods, that
is, MFCC, BFCC, GFCC, GWCC and BFCC+CFSE+CFIF.
The observation is indicated that the proposed BFCC and
GFCC both are almost performed up to 90% of accuracy
than other three methods, wherein MFCC is shown the worst
case of accuracy in any SNRs. Compared with MFCC, the
proposed BFCC improved up to 23% of word accuracy, and
18% of higher accuracy than GWCC.

Figure 9. AURORA-2 word accuracy of suburban train
noisy data

In the case of babble noisy data in Figure 10, the experi-
mental result indicates MFCC which performed the better
accuracy than other methods between -5 dB and 0 dB, how-
ever, when SNR arises more than 10 dB, GWCC performs
the better one than other four methods. The proposed BFCC
herein is shown the similar accuracy performance as MFCC
from -5 to 0 dB, and gives the equivalent performance as
GWCC from 10 to 20 dB. This implies the proposed BFCC
having more robustness in babble noisy case than other four
methods in any SNRs, and all methods’ accuracy tend to
statures at 90% when SNRs are arising over than 10dB.
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Figure 10. AURORA-2 word accuracy of babble noisy data

Figure 11 indicates the case of car noisy data, wherein the
proposed BFCC performs the better recognition accuracy in
the cases of 15 dB, 0 dB, 5 dB and 10 dB, and MFCC and
GFCC reach the same accuracy as the proposed BFCC at 15
dB and 20 dB, respectively. Figure 12 is shown the case of
accuracy performance in exhibition noisy data, in which the
proposed BFCC gives the nearest same accuracy as GFCC
in any SNR conditions, such an accuracy distribution looks
like the case of babble noisy data in Figure 10 among four
approaches, for example, MFCC is shown the worst case in
any SNR conditions and the accuracy of BFCC+CFSE+CFIF
performs the middle accuracy among four participated meth-
ods as case of suburban train noisy data in Figure 9. This can
be explained that the noise effects of suburban train and ex-
hibition hall on feature extraction having the same influence
on accuracy performance.

Figure 11. AURORA-2 word accuracy of car noisy data

Figure 12. AURORA-2 word accuracy of exhibition hall

Table 3. AURORA-2 average word accuracy of four types of noisy data
 

 

Noise types & SNRs 
Methods 

Four types of noisy data including car, babble, exhibition hall and suburb train 

SNR-5 dB SNR-0 dB SNR-5 dB SNR-10 dB SNR-15 dB SNR-20 dB 

Average Word Accuracy 

MFCC 17.31% 44.22% 68.72% 76.84% 79.79% 81.48% 

BFCC 22.44% 60.93% 84.15% 91.81% 94.81% 95.62% 

GFCC 22.20% 58.76% 83.79% 92.11% 94.80% 95.82% 

GWCC 13.45% 34.73% 62.12% 74.33% 79.27% 82.10% 

BFCC+CFSE+CFIF 15.58% 41.67% 69.65% 81.15% 85.54% 87.05% 

 

In light of above experimental results, the average word ac-
curacy can be observed in Figure 13 and Table 3 among all
participated methods as well as the multiple noisy datasets
in different SNRs condition, accordingly, the results indi-
cate the proposed BFCC gives the approximate accuracy
performance as GFCC, and GWCC performs the worst case
averagely, all the accuracies tend to saturate when SNR up to
15 dB. Compared to MFCC, the proposed BFCC improves
the speech recognition rate by 13% averagely in cases of

SNRs ranging from -5 to 20 dB. Furthermore, compared
to the GWCC, the proposed scheme remarkably improves
the speech recognition rate by 17% averagely, with SNRs
ranging from -5 to 20 dB.

3.3 Analysis and discussion
In the experimental results, the word accuracy of BFCC is
almost equivalent to that of MFCC in the case of babble
noise at the SNRs lower than 10 dB in Figure 9 and at the
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case of car noise when SNRs higher than 10 dB in Figure 10,
however, the difference between two methods are only about
1%. Moreover, the word accuracy is observed in babble noise
case that BFCC is higher than that of MFCC about 5% with
SNRs ranging from 5 to 20 dB in Figure 10. Particularly, in
the case of car noise, the word accuracy of BFCC is remark-
ably superior to MFCC over than 19% at 0 dB SNR, and
over 20% of higher word accuracy in the cases of suburban
train and exhibition hall noise types at any SNRs. The poorer
performance of MFCC method in two cases of the suburban
train and exhibition hall noise types is due to the frequent er-
roneous recognition of the silence part of utterances regarded
as a digit.

Figure 13. AURORA-2 average word accuracy of all four
type noisy data

In addition, Fast Fourier Transform (FFT) in MFCC is com-
putationally efficient. However, the signal characteristic is

very different from that of the human auditory system. For
instance, the use of fixed-length windows causes the entire
speech band in the pitch harmonics. Furthermore, the fre-
quency bands are also linearly distributed in FFT, whereas
the bands are non-linearly distributed in the human cochlea.
Compared to FFT, the wavelet transformation approach used
in BFCC led to a sharper time resolution which contains the
larger ratio of high frequency components than the low fre-
quency components,[23] and therefore generates an auditory
spectrogram to closely resemble the human auditory system.

4. CONCLUSION
In this paper, a BFCC feature extraction algorithm based
on a gammachirp filter and the cochlear wavelet transfor-
mation is proposed for the robustness improvement in ASR
system. The experimental results indicate that the word accu-
racy of the proposed BFCC method is averagely higher than
that of MFCC and GWCC about 13% and 17% respectively,
through the testing over 24,024 samples in a different SNRs
dataset ranging from -5 to 20 dB step 5 dB. The superior
performance of the proposed BFCC method is analytically
attributed to the characteristics of the gammachirp filterbank,
of which the functions closely resemble the cochlear fil-
terbank in the human ear, and the wavelet transformation
approach nearly simulates the human ear in splitting the fre-
quency band thus performing a greater sensitivity to the low
frequency components.
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