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Investors make decisions based on various factors, including consumer price index, price-earnings ratio, and also miscellaneous
events reported by newspapers. In order to assist their decisions in a timely manner, many studies have been conducted to
automatically analyze those information sources in the last decades. However, the majority of the efforts was made for utilizing
numerical information, partly due to the difficulty to process natural language texts and to make sense of their temporal properties.
This study sheds light on this problem by using deep learning, which has been attracting much attention in various areas of
research including pattern mining and machine learning for its ability to automatically construct useful features from a large
amount of data. Specifically, this study proposes an approach to market trend prediction based on a recurrent deep neural network
to model temporal effects of past events. The validity of the proposed approach is demonstrated on the real-world data for ten

Nikkei companies.
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1. INTRODUCTION

To assist investors’ decisions, machine learning approaches
have long been studied to automatically analyze vast amounts
of financial information, such as past stock prices. On the
other hand, investors analyze and predict market trends based
not only on such numerical information but also on miscel-
laneous events reported by newspapers. Thus, there have
been also research efforts, such as Lavrenko’s!!2! and Schu-
maker’s®! studies, to leverage those information expressed in
natural language. To the best of our knowledge, however, all
the previous works have employed bag-of-words (or bag-of-
ngrams at most), ignoring the context of words. Also, most
of them do not consider “temporal effects” of past significant
events. Stock prices continually change partly influenced

by events happening in the world. Some events may affect
stock prices for a short time period, and the others may have
longer-term impact. For instance, when Lehman Brothers
went into bankruptcy on September 15, 2008, many stock
prices intermittently declined to the late October. Such tem-
poral difference in event life time should be considered in
predicting the market trends.

This study tackles these issues by adopting deep learning,
which has been attracting much attentions in machine learn-
ing and pattern recognition communities among others for
its exceptional performance as compared with the existing
approaches for a number of pattern recognition and classifi-
cation problems.*! The high standard of the deep learning
models is thought to come from its ability to hierarchically
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learn useful features from a large amount of data, which
could be beneficial to learn the context of words when ap-
plied to natural language texts. In fact, the deep learning
models have been also explored in natural language process-
ing (NLP). For example, Socher!® reported high accuracy
for predicting the sentiment of a sentence by using a model
extending the autoencoder, one of the important models of
deep learning.

Among the existing models of deep learning, we employ a
type of recurrent models, called Recurrent Neural Networks-
Restricted Boltzmann Machine (RNN-RBM)!! for dealing
with the temporal effects mentioned above and combine it
with Deep Belief Network (DBN). This study is the first
attempt to adopt and analyze this particular model for market
trend prediction or NLP at large.

2. RELATED WORK

This section first introduces previous work for estimating the
trend of stock prices. Then, we summarize the fundamental
models of deep learning and more advanced models that can
be applied to time-series data.

2.1 Prediction of stock price trends through text analy-
sis

There has been a great deal of research for predicting the
trend of stock prices based on numerical information in the
last decade by using machine learning techniques, such as
support vector machines (SVM).[8-!! For example, Tay!!!!
determined input variables (features) of an SVM as lagged
relative difference in percentage of price (RDP) values based
on five-day periods. Their experiment showed that the SVM
outperformed a back-propagation neural network. However,
these models would be unreliable in predicting the movement
of stock prices when significant events (e.g., a bankruptcy of
a global financial firm) happened since such events would
first appear in the news, not in the past numerical information
(e.g., last five days’ stock prices).

A natural approach would be to take advantage of news ar-
ticles and a number of research efforts have been devoted
in this direction.!'=3-12-14 Performing linguistic analyses on
such textual information may enable us to predict a sharp
decline/surge of stock prices. For instance, Lavrenko!!-?!
predicted the trend of stock prices from money-market ar-
ticles. First, he smoothed the time series of stock prices
by piecewise linear regressiont”! and defined each segment
as a trend. Next, he clustered the segments based on fea-
tures including the length and slope of a line segment. He
regarded each article published within five hours prior to
each trend as those affecting the trend and built language
models from those articles. The language models were used
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to estimate the the likelihood of each trend (up and down)
for immediate future on the evidence of the contents of an
article in evaluation. A problem underlying these studies is
the difficulty to identify useful features to represent natural
language texts. Ding et al.['® used an approach for Open
Information Extraction (IE) and extracted as features various
structured events from a large collection of news articles so
as to predict S&P 500. They adopted a deep learning model
for prediction and reported better performance than SVM. A
limitation of these study is that they do not consider temporal
properties, i.e., the effects of past significant events.

We tackle the issue by employing a deep recurrent neural
network, which would be beneficial to automatically identify
useful features given a large amount of texts and to incorpo-
rate temporal properties.

2.2 Basic deep learning models
2.2.1 Restricted Boltzmann Machines

Restricted Boltzmann Machines (RBMs)!!7! are one of the
probabilistic deep learning models. An RBM defines joint
distribution of visible and hidden layers, denoted as ¢ and ﬁ,
respectively, through energy function E:

P@,h) = e POR)z
hy = —b'G—b h—n"WE

ey
©))

where W represents the weights matrix, b, and b;, are bias
terms of visible and hidden layers, respectively, and Z is a
regularization term. Given ¥, hidden units h; € {0,1} are
computed as follows:

P(hy=118) = o(by, +Wid) 3)

where o () is a sigmoid function. Similarly, given A, visible

units v; € {0, 1} are computed as follows:
P(v;=1h) = o(by, + W] h). @
Then, marginal probability P(¢) is computed with free-
energy F(7).
Pw) =

Fi) =

e Pz 5)
577 = log(1 + et tWir) (6

This model is trained by maximizing log likelihood of P (7).
Calculating the gradient of the log likelihood yields two
terms, which are called positive and negative terms, respec-

tively.

However, the computation of the negative term is compu-
tationally costly and and is often approximated by Gibbs
sampling. This approximation method is called Contrastive
Divergence.!8!
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2.2.2 Deep Belief Networks

A DBN!"! is built up with a hierarchical stack of RBMs.
Compared to an RBM, a DBN has a different representational
ability owing to the connections between hidden layers.

Training of a DBN falls into two categories, pre-training and
fine-tuning.?%! In pre-training, RBMs stacked hierarchically
are divided individually, and each RBM conducts the afore-
mentioned training. In fine-tuning, supervised learning is
performed with parameters calculated in pre-training. First,
a layer of logistic regression is added to a DBN as an output
layer. This enables calculation of estimate values based on
parameters trained. Second, an error between labels and the
estimates are calculated and the output layer’s parameters,
We and 5", are updated so as to minimize the error. After
that, the parameters of hidden layer /3, i.e., W3 and b3, are
updated using W° and b°. The parameters of the other layers
are updated in the same manner.

2.3 Deep learning models for time-series data

2.3.1 Recurrent Temporal Restricted Boltzmann Machine
When dealing with time-series data, Recurrent Temporal Re-
stricted Boltzmann Machine (RTRBM) 2!l is constructed
recurrently. This supposes hidden units hy on a given time ¢
represent temporal alteration before ¢ and makes it possible
to consider only connection to a hidden layer on a former
time step. Consequently, there is low calculation cost of con-
ditional probability used in sampling. On time ¢, conditional
joint distribution of ¥; and Ht given l_it,l is represented as
follows:

exp (v] b, + hf Wv, + hl (b, + W'hi_1))

P(vi, helhi—1) = Z(hi-1)

®)

where b, b, W equal to Eq. (2) and W’ represents the
weights connecting ht 1 and ht
RTRBM is represented using the above equation as follows:

Joint distribution on

T
11> P@.. ki) P(he|ts, he—r)

t=1 h;

P(U{, h{) =

T

= [ P@lhe—1)P(he|ty hor).  (9)
t=1

3. PREDICTING STOCK PRICE TRENDS CON-
SIDERING TEXTUAL TEMPORAL PROPER-
TIES

The aim of this study is to predict the trend of stock prices,

which is influenced by miscellaneous events happening

around the world. We adopt the RNN-RBM so as to deal with
the temporal effect of past events with a long-term impact on
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stock prices. RNN-RBM is a deep learning model consider-
ing time-series data and an extension of Recurrent Temporal
RTRBM summarized in Section 2. The next sections pro-
vide the overview of RNN-RBM and detail its application
to market trend prediction by incorporating RNN-RBM into
DBN.

3.1 Recurrent Neural Networks-Restricted Boltzmann
Machine

As mentioned in the previous section, RTRBM has a lower
calculation cost but imposes a restriction that a hidden layer
for time ¢ always affects another hidden layer for the suc-
ceeding time ¢ + 1. However, not all events have a long-term
effect and the effect would not be constant for each time
step. For example, articles about the bankruptcy of Lehman
Brothers had a long-term impact on stock prices and, by
contrast, those about the stock market typically have a short-
term effect. If we use RTRBM for predicting market trends,
every news article always affects stock prices in the follow-
ing days, disregarding the possibly different event life time.
RNN-RBM extends RTRBM to resolve such problems.

The graphical model of RNN-RBM is shown in Fig-
RNN-RBM consists of an RBM with three pa-
b(t) b(t) and an RNN with five parameters,

’U )

ure 1.
rameters, W,

W' W" Wy, Ws, h(t . Adding a hidden layer different from
those of RBM discriminates between hidden units represent-
ing temporal alteration and visible units, which resolves the
aforementioned problem.

b;]l) KO | b;” el |

Figure 1. A graphical structure of an RNN-RBM

For simplicity, we consider a single-layer RNN-RBM. Hid-
den units of this model is given by

At = o (War® + Wah (=0 4 5 2)- (10)
Additionally, bias terms, bh ), bg, , are given as follows:

b = b+ WY (11)

BO = b+ WY, (12)

These parameters are used for training of this model, which
105
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is performed in two steps: First, we calculate a derivative at
the RBM parameters using the contrastive divergence (CD)
method. Next, we derive at the RNN parameters by applying
Back-propagation Through Time (BPTT) algorithm.[??!

3.2 Incorporating RNN-RBM into DBN

Figure 2 depicts the proposed approach, which uses a model
extending a DBN. There are two reasons why we choose a
DBN. First, a DBN has multi-layer structure. In deep learn-
ing, it is generally considered that increasing the number of
layers enhances the expression power of a model. Second,
RNN-RBM is a model extending an RBM. Since DBN con-
sists of hierarchically stacked RBMs, we could easily extend
an RBM of a DBN to RNN-RBM. This extension alters a
DBN into a model having multi-layer structure suitable for
time-series data with long-term effects.

Figure 2. A graphical structure of RNN-RBM + DBN

As mentioned, this approach substitutes RNN-RBM for
RBM, which is composed of an input layer ¢ and a hid-
den layer hl. By this substitution, we expect that one could
obtain latent depictions considering temporal alteration of
input. The number of dimensions of the output layer is one
because this study treats the prediction of stock prices as a
binary classification problem, i.e., uptrend/downtrend.

The training algorithm is similar to DBN. In pre-training,
each parameter is computed by the above training algorithm
of an RBM and RNN-RBM. In fine-tuning, those parameters
are updated by back-propagation.

3.3 Features

In this work, it is crucial to model temporal properties of
news events expressed in natural language which have short-
or long-term influences on stock prices. We first group news
articles per day and each article is represented by the stan-
dard bag-of-words model. The resulting word vectors are
used as the input of our model. Note that an element of the
word vectors is either 1 or O, representing whether a term
appeared in the document or not, respectively.
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For instance, suppose that two news articles, “Lehman Broth-
ers declared bankruptcy” and “NEW YORK-Oil prices
dropped sharply to 91 dollars a barrel”, were issued on the
same day. We concatenate the articles and extract nouns
and verbs through part-of-speech tagging, resulting in a term
set, {lehman, brothers, declared, bankruptcy, new, york, oil,
prices, dropped, 91, dollars, barrel}. These terms are coded
as “1” in a word vector, e.g., {1,1,0, ...,0,1}, where each
element of the vector represents the exsistence of a certain
term. This step is applied to news articles for each day to
produce input data. More details of the data processing are
explained in Section 4.2.

Next, we describe how to treat the model output. As men-
tioned, our model predicts the trend of stock prices of the
next day to be either upward or downward (i.e., binary clas-
sification). To be precise, output y is defined as

y = f (U(W‘Jfﬂ n b")) (13)
1 ifz>0.5
= 14
f(@) {0 otherwise (19

where h2 represents the output of the top layer of the DBN
and W° and b° are the parameters of the layer. The out-
put values “1” and “0” represent uptrend and downtrend,
respectively.

3.4 Overall procedure
This section provides an overall, step-by-step procedure for
applying our proposed model described above so as to make
market trend prediction.

(1) Grouping news articles:

All the news articles published in a day are concate-
nated to create a (pseudo) large document d covering
all the events for the day. This step is repeated for each
day.

(2) Modeling news articles:

A. The vocabulary V' is determined by applying a
morphological analyzer followed by statistical
tests. The details of this step will be presented in
Section 4.2.

B. Each document d is transformed into a vector,
whose elements have 1/0 values indicating pres-
ence/absence, respectively, of a certain term in
the fixed vocabulary V.

(3) Creating a dataset:

A. For each day, the trend of the stock price (up or
down) is determined.

B. The corresponding market trends and the con-
catenated news articles d’s are paired together.
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C. The data created in the previous step are split
into training, validation, and test data.

(4) Building RNN-RBM+DBN:

A. Using the training data from 3 (C), a DBN!'’!
composed of two RBMs!!7! (denoted as RBM;
and RBM>) and an output layer (h? in Figure 2)
is built.

B. RBM; of the DBN is replaced by RNN-RBM,!"!
which in part becomes h(*) in Figure 2.

C. The number of the units in hidden layers
(i.e., fz; h(): h2) is determined on the validation
data from 3 (C).

(5) Tuning RNN-RBM+DBN:

The parameters are updated in two learning stages,
namely, pre-training and fine-tuning,'*”! on the train-
ing data.

4. EVALUATION

We evaluated the effectiveness of our model for stock price
trend prediction from two different viewpoints. One was the
performance of binary classification for stock price trends.
The other was the profit of trading simulation, where buying
and selling decision was made based on the trend classifica-
tion.

4.1 Experimental settings

We used the morning edition of the Nikkei newspapers pub-
lished from 1999 to 2008 for experiments, where the training
data were 834,882 articles during eight years (1999-2006),
the validation data were 98,667 articles in 2007, and the test
data were 99,728 in 2008. The target brands were Nikkei
Stock Average and ten Nikkei companies whose names most
frequently appeared in the whole data.

We computed Moving Average Convergence Divergence
(MACD: a trading indicator often used in a technical analy-
sis of stock prices) for each day and predicted the next day’s
MACD by our proposed model using the current day’s news
articles as input.

Table 1 summarizes the distribution of the uptrend/downtrend
cases in the training, validation, and testing data. The num-
ber of instances in each data set is 1,894, 236, and 236,
respectively. Based on the preliminary experiments on the
validation data, the number of the units in hidden layers f_i(t),

l_iz, and h was set to 3,750, 2,500, and 200, respectively.

Published by Sciedu Press

Table 1. The distribution of the uptrend/downtrend cases in
training, validation, and testing data

Brands ;I;;g;nlng Z%I)datlon Test (1/0)
Nikkei Average 0.51/0.49 0.49/0.51 0.50/0.50
Hitachi 0.39/0.61 0.37/0.63 0.37/0.63
Toshiba 0.37/0.63 0.42/0.58 0.40/0.60
Fujitsu 0.41/0.59 0.42/0.58 0.42/0.58
Sharp 0.44/0.56 0.45/0.55 0.48/0.52
Sony 0.50/0.50 0.47/0.53 0.49/0.51
Nissan Motor 0.40/0.60 0.46/0.54 0.45/0.55
Toyota Motor 0.48/0.52 0.45/0.55 0.48/0.52
Canon 0.48/0.52 0.42/0.58 0.47/0.53
Mitsui 0.40/0.60 0.48/0.52 0.48/0.52
Mitsubishi 0.43/0.57 0.44/0.56 0.49/0.51

The proposed model was implemented in Theano (http://
deeplearning.net/software/theano) a Python library
that makes it possible to define and evaluate mathematical
expressions involving multi-dimensional arrays efficiently.
We trained this model on an NVIDIA Tesla K40 GPU.

4.2 Preprocessing

In order to transform news articles into word vectors, we first
determined the vocabularies (a term set or features) through
a morphological analysis and statistical tests for indepen-
dence. We utilized MeCab!?*! as a morphological analyzer
where Wikipedia entries and Nihon Keizai Shinbun’s key-
words were added to the dictionary of the analyzer to deal
with possibly specialized vocabularies.

Table 2. Cross table for computing chi-square scores

Uptrend Downtrend Neutral sum
(> 1%) (> 1%)
Appear Uy+ D+ N+ Au+
Not appear U, Dy Ny Au.
Sum U D N A

Considering computation time, we fixed the number of terms
used in our experiments to 5,000, whose chi-square scores
were the highest among the terms appeared in the training
data set. Chi-square scores were computed for each term and
each brand in Nikkei 225 with respect to three possible direc-
tions of trend, i.e., uptrend (over 1%), downtrend (over 1%),
and neutral. Table 2 shows the cross table, where U, (U,,—)
denote the number of days when a term in question appeared
(did not appear) in news articles during the days of uptrend.
Similarly, Ny, 4+ (N,,—) are the number of days when a term
in question appeared (did not appear) during the downtrend.
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The two chi-square SCOTes, X3/ cna> Xaowntrends Were cal-
culated for each term w for each brand as in Eq. (15) and
Eq. (16).

2 _ (Uw+ - (Dw— + Nyp—) = U - (D + Nopi )| — ?1)2 A
Xu,pfrw),rl Azu+ . A“.7 -U-D

15)

(‘Du'+ ) (L'Yu'— + j\/TLv7> - Dzu— ) (Uvu'Jr =& A‘Tuur)‘ - %)A A
Apy A,_-U-D

2
Xdowntrend =
(16)

Then, terms were sorted in descending order of the scores
where X7 ..cng A0 Xounirena Were not distinguished, and
5,000 unique terms from the top were identified as the vo-
cabularies.

4.3 Empirical results

The performance (error rates) for predicting the market trend
on the test data is presented in Table 3, where “baseline” sim-
ply chose the majority class between uptrend and downtrend,
SVM used a linear kernel with parameter C' = 0.0001, DBN
is a deep learning model not considering temporal properties,
and RNN-RBM+DBN is our model. For DBN, the number
of units in hidden layers hl, h? were also optimized using
the validation data.

Table 3. Test error rates for stock price prediction

. RNN-RB
Brands Baseline SVM DBN M + DBN
Z:/'j::;e 4957 4873 4550 4362
Hitachi 35.71 37.29 32.00 32.00
Toshiba 39.52 41.95 38.50 38.50
Fujitsu 40.00 40.25 32.00 34.00
Sharp 42.00 47.88 40.00 40.00
Sony 43.00 47.46 41.43 40.95
Nissan Motor ~ 40.00 45.34 39.50 37.00
Toyota Motor ~ 44.29 53.39 43.81 42.38
Canon 43.81 53.39 43.00 39.11
Mitsui 46.96 47.88 41.43 41.43
Mitsubishi 43.81 49.15 43.33 40.43
Average 42.61 46.61 40.05 39.04

Comparing the baseline and SVM with DBN, the error rate
reduces from 42.60% and 47.30% to 40.05% on average and
the differences were found statistically significant (p < .01).
The result indicates the effectiveness of the general deep
learning model in the target problem. In addition, our pro-
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posed approach, RNN-RBM+DBN, produced the lowest
error rate for most of the brands (including some ties) and
consequently further reduced the error rate to 39.04%. Al-
though this difference was not significant (p = .076), it may
suggest the importance of considering the past events as we
will discuss in the following section.

Here, it should be mentioned that the error rates of the base-
line are slightly different from Table 1. This is due to that
input data were divided into mini batches and some data not
included in any batches were ignored in evaluation.

Table 4. Profits/losses of trading simulation in Japanese yen

Brands SVM RNN-RBM + DBN
Hitachi -2965 -475
Toshiba -1583 -880
Fujitsu -188 -71
Sharp -479 3
Sony -40 29
Nissan Motor -150 -38
Toyota Motor -787 111
Canon -887 209
Mitsui -658 -87
Mitsubishi -1680 -305
Total -9417 -1504

Next, we report on the results of trading simulation. The
experiment was conducted on the test data, i.e., for the year
2008. The trading decision was made based on the stock
price trend prediction above. Specifically, if the previous
day’s prediction was “downward” and the current day’s pre-
diction was “upward”, the decision was “buy”, and vice versa.
We looked at two consecutive days’ predictions because we
were predicting not the trend of stock prices but the trend of
MACD. Since MACD represents the trend of stock prices
by averaging them, one could expect greater profits by fo-
cusing on its change point. The results are summarized in
Table 4 comparing SVM and our model. Note that we did
not consider intermediary fees for dealing stocks. Also note
that since the unit of trading was fixed to one, the absolute
profit/loss was relatively small.

Even though the total performance was turned out to be neg-
ative for both models, our model was better than SVM for
all brands. A possible reason for the negative results is that
there was an overall downward trend in 2008. Because it
is difficult to gain a large profit in a stock market in such
trend without share holdings, it is practically important to
minimize the loss.
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S. DISCUSSION

While the error rate of RNN-RBM+DBN was lower than
that of DBN, the difference was not statistically significant.
We conjecture that the inconclusive result was obtained due
to the small number of significant events having long-term
effects for the period corresponding to the test data. In other
words, if there are not many such significant events, it is
natural that there is not much difference between DBN and
RNN-RBM+DBN.

Therefore, we carried out another experiment focusing on
a shorter period in which a known significant event actu-
ally occurred. Specifically, we focused on the bankruptcy
of Lehman Brothers and predicted the market trend between
September 15 (when the bankruptcy was reported) to Octo-
ber 28, 2008. The results of the experiment are shown in
Table 5.

Table 5. Comparison of test error rates after a significant
financial crisis

Brands SVM RNN-RBM + DBN
Nikkei Average 51.61 38.70
Hitachi 61.29 32.25
Toshiba 54.83 38.70
Fujitsu 45.16 32.25
Sharp 58.06 45.16
Sony 41.93 41.93
Nissan Motor 29.03 35.48
Toyota Motor 48.38 45.16
Canon 54.83 54.83
Mitsui 41.93 38.70
Mitsubishi 29.03 25.80
Average 46.92 39.00

Similar to the results in Table 3, our approach, RNN-
RBM+DBN, showed the lowest error rates for many brands
but this time the improvement of our approach over DBN
is more apparent. The average error rate was found to
be 39.00% as compared with 46.92% of DBN; the differ-
ence was statistically significant at the 5% significance level
(p = .025). These results suggest the capability of RNN-
RBM-+DBN to consider temporal properties of significant
past events which have long-term effects on stock prices.

Here, it should be noted that even though the exact event of
Lehman Brothers’ bankruptcy does not exist in the training

Published by Sciedu Press

or validation data, our model was capable of capturing the
effect of the unknown event appearing for the first time in
the test data. This is assumedly due to the feature selec-
tion process. We selected features (terms) as described in
Section 4.2 and the selected features do include “Lehman”,
“bankruptcy”, etc. When Lehman Brothers failed, “Lehman”
and “bankruptcy” were often used together, which formed a
word vector coding their co-existence and led to the correct
prediction in many cases.

6. CONCLUSION

This paper proposed an approach to predicting the trend of
stock prices by focusing on news events with long-term ef-
fects. To consider such events, we employed a deep learning
model, specifically, a combination of RNN-RBM, a recur-
rent model typically used for time-series data, and DBN
composed of hierarchically stacked RBMs. The input data
of the model are news articles represented as word vectors
by the bag-of-words representation.

To evaluate the effectiveness of the approach, we conducted
experiments on 10 years’ worth of Nikkei newspaper articles,
where those published between 1999 and 2007 were used
for training and tuning model parameters and those in 2008
were used for testing. We chose the Nikkei Stock Average
and ten brands whose names appeared most frequently in the
newspaper and predicted the trend of their stock prices to be
uptrend or downtrend (i.e., binary classification). The results
were compared with SVM and DBN (which do not consider
past events) along with a simple baseline choosing the ma-
jority class. On average, our proposed approach showed
the lowest error rate and the improvement was statistically
significant except when compared with DBN. We looked
into the insignificant case (i.e., our approach vs. DBN) and
found that if we focused on a certain period after a known sig-
nificant event, the improvement of our approach over DBN
also became more apparent. In addition, we reported on the
dealing simulation based on the trend prediction made by
our model. Even though the total performance was negative,
our model consistently showed less losses than SVM. These
results indicate the effectiveness of the deep learning models
in general in the financial domain and also suggest the poten-
tial of the recurrent model to capture the properties of past
significant events with long-term effects on the stock market.
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