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Abstract
The Support Vector Machine (SVM), a known discriminative classifier is ineffective in dealing with imbalanced classification
problems where the training examples of target class are outnumbered by non-target class examples. Though cost-SVM (cSVM)
has been proposed to tackle the imbalanced datasets by assigning different cost functions to different classes, the performance
is less than satisfactory due to its limited ability to enforce cost-sensitivity. In this research, a generative classifier, Gaussian
Mixture Model (GMM) is studied which can learn the distribution of the imbalanced data to improve the discriminative power
between imbalanced classes. By fusing this knowledge into cSVM, a model fusion approach, termed CSG (cSVM+GMM), is
proposed to tackle the imbalanced classification problem. Experimental results on eleven benchmark datasets and one medical
imaging dataset show the effectiveness of CSG in dealing with imbalanced classification problems.
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1 Introduction

Classification is a supervised learning problem which iden-
tifies the labels of new observations given a training dataset.
Based on the number of classes studied, there exists mul-
ticlass classification and binary classification. Multiclass
classification is usually treated under the one-versus-one or
one-versus-all framework[1] both of which use binary clas-
sifier as the base classifier. One of the most commonly used
binary classifiers is support vector machine (SVM) devel-
oped by Vapnik et al. in 1995.[2] Extensive research has
explored the performance of SVM and concludes that SVM
outperforms many other conventional methods in classifica-
tion. For example, Bazzani1 et al.[3] apply a SVM classifier
to separate false signals from micro calcifications in digi-
tal mammograms. The result shows that the SVM achieves
better/comparable performance than multi-layer perceptron

(MLP)[4] and linear discriminant analysis (LDA).[5] Shon et
al.[6] propose a SVM based classification method to tackle
the internet anomaly detection and conclude that SVM out-
performs the real-world employed Network Intrusion De-
tection Systems (NIDS),[7] just to name a few.

While promising, SVM is known to be ineffective in deal-
ing with imbalanced datasets[8–10] where the minority class
(named positive class in this paper) is greatly outnumbered
by the majority class (negative class). Indeed, in many ap-
plications, minority class possesses higher misclassification
cost than majority class. For example, in the field of medical
diagnosis (diseased patients), fraud detection (true frauds),
identifying the minority examples is more of interest. Un-
fortunately, the performance of the standard SVM on minor-
ity class labeling is less than satisfactory. This is because the
SVM algorithm assumes balanced class distribution and as-
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signs same penalty considerations to both majority and mi-
nority classes in the training process. As a result, the class
boundary of SVM skews towards the minority class leading
to high false-negative rate.[11]

Due to the significance and the prevalence of imbalanced
datasets, many researchers explore ways to extend SVM
for imbalanced classification. In general, the extensions
can be divided into two categories: data preprocessing ap-
proach and algorithmic approach. The data preprocessing
approaches use different sampling techniques to alter the
input data distribution to reduce the degree of class imbal-
ance. The representative methods are: undersampling (US),
oversampling (OS) and synthetic data generation method
such as SMOTE.[12] The preprocessing approaches are usu-
ally combined with different classifiers to achieve classifi-
cation. For instance, Akbani et al.[13] compare the perfor-
mance of SMOTE-SVM and SMOTE-cSVM (cost SVM[8])
on imbalanced datasets. Instead of modifying the distri-
bution of the input data, the algorithmic approaches mod-
ify SVM algorithm directly to make it less sensitive to
class imbalance. Some examples of algorithmic methods
are: boundary movement (BM-SVM)[14] which shifts the
decision boundary by adjusting the threshold parameter of
the standard SVM; kernel modification method[11, 14] which
modifies the associated kernel matrix K; and cost sensi-
tive SVM (cSVM)[8] which applies cost-sensitive learning
in SVM training by assigning different costs to different
classes. It is noted from the literatures[15–17] that cSVM
method is promising in dealing with imbalanced classifica-
tion problems. This is because in Bayes decision theory, the
costs associated with false positives and false negatives are
generally unequal. Taking cancer diagnosis as an example,
if a cancer patient is diagnosed as non-cancer, the associated
cost would be missing the best timing for treatment which
can be life threatening. On the other hand, the associate cost
is much less if a non-cancer patient is diagnosed as having
cancer, in which case only follow-up tests are needed for
confirmation. The unequalness of this false positive/false
negative costs can be further aggravated by the class imbal-
ance due to the limited number of target-class examples to
learn. Therefore, classifier designed using cost sensitive al-
gorithms (e.g. cSVM) may be a good choice in dealing with
an imbalanced dataset.[16] However, many empirical stud-
ies[11, 16, 18] show that cSVM does not work well as expected.
As explained by Wu et al.,[11] this is due to the fact that
cSVM has limited ability to enforce cost-sensitivity. Specif-
ically, cSVM assigns higher cost to the positive class in or-
der to increase the influences of the positive support vectors.
The impact of a support vector is directly reflected by the
value of its coefficient. However, the cost function serves as
the upper bound, rather than lower bound, of support vector
coefficients according to the Karush Kuhn Tucker (KKT)
conditions. Thus, increasing of the cost does not necessar-
ily affect the coefficients. In addition, the overall influences
from positive and negative support vectors are forced to be

equal according to the KKT condition (see validation in Sec-
tion 4.2). As a result, the increase of positive support vec-
tor coefficients will inevitably increase some negative sup-
port vector coefficients which may lead to the unsatisfactory
classification performance.

To address these issues, many researchers propose ways
to improve cSVM’s. Masnadi-Shirazi et al.[16] replace
the hinge lose function of cSVM with cost-sensitive hinge
lose function to enforce cost-sensitivity. Akbani et al.[13]

combine cSVM with SMOTE method to make the bound-
ary well-defined. Brefeld et al.[19] use example depen-
dent cost instead of class dependent cost to further enforce
cost-sensitivity of cSVM. Note these extensions focus on
the discriminative models only which are designed to clas-
sify positive and negative class examples directly based on
the provided input data.[20] While being directed to clas-
sify the data, the potential contributions from the underly-
ing knowledge of the input data (e.g., distributions, clusters)
may be ignored. Alternatively, generative models[20] study
the probability distribution of the training data, and apply
Bayes rules to obtain the posterior probability for classifi-
cation. In addition, generative models can incorporate the
domain knowledge of the training data, i.e. the prior knowl-
edge about the interaction among the variables, the data
clustering and the parameter’s range of values into the clas-
sification process. The complementary nature of discrimina-
tive and generative models motivates us to take a model fu-
sion approach, termed CSG, by integrating cSVM with one
type of generative models, Gaussian mixture model (GMM)
to tackle the imbalanced classification problem. GMM is
chosen here because it is computationally inexpensive and
has fewer subjective parameters to adjust.[21] In addition,
probability outputs from cSVM and GMM enable us to de-
velop a unified formulation for integration. To test the per-
formance of CSG, we conduct the experiments on eleven
KEEL benchmark datasets and one medical imaging dataset
collected from Mayo Clinic, Arizona. Experimental results
show that CSG is effective in dealing with imbalanced clas-
sification problems.

The rest of the paper is organized as follows: in Section 2 we
discuss the related work. In Section 3 we describe the CSG
algorithm in detail followed by the comparison experiments
in Section 4. We conclude with the findings and future work
in Section 5.

2 Related work
2.1 Data preprocessing approaches

The data preprocessing approaches use different sampling
techniques to alter the size and distribution of the training
data in order to reduce class imbalance. Some common
data preprocessing methods used in imbalanced classifica-
tion are: undersampling,[22] oversampling[22] and the syn-
thetic minority oversampling technique (SMOTE).[12]
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Undersampling and oversampling are designed to rebalance
the training data in different ways: undersampling decreases
the size of majority class, while oversampling increases
the size of minority class. The problematic consequences
thus are different.[23–25] Undersampling reduces the imbal-
anced ratio by randomly removing the majority examples
and thus may lead to the loss of information about the ma-
jority class. Oversampling increases the size of the mi-
nority class by randomly duplicating the minority examples
which may cause over fitting.[10] The synthetic data gener-
ation method SMOTE[12] increases the size of the minority
class by generating artificial data which are convex combi-
nations of the existing ones with its nearest neighbors, thus
improves learning.

2.2 Algorithmic approaches

The algorithmic approaches augment the SVM formulation
to make it more tolerate to the class imbalance. Based on
the parameters to be adjusted, the algorithmic approaches
are in general classified into three subcategories: boundary
movement (BM-SVM)[14, 26] kernel modification[11, 14] and
cost-SVM (cSVM).[8]

Let the decision function of SVM be:

sgn(f(x) =
n∑
i=1

yiαiK(x, xi) + b) (1)

As seen in (1), there are three parameters which impact the
formation of the classification boundary: b,K and α. BM-
SVM method shifts the class boundary by adjusting b, the
threshold of the standard SVM. In the cases the data is non-
separable, where the expected modifications should be on
both the separating hyperplanew and threshold b, BM-SVM
may not be performed.[16] The kernel modification method,
Kernel-boundary alignment (KBA) on the other hand, tack-
les the imbalanced learning problem by modifying the as-
sociated kernel matrix K. This method adjusts the class
boundary by using the adaptive conformal transformation
(ACT) method based on the consideration of the feature-
space distance and class-imbalanced ratio, and reduces the
imbalanced support-vector ratio by reducing the number of
support vectors from the majority class. However, remov-
ing existing negative support vectors may lead to the loss
of information of the majority class and thus may introduce
new bias. The cSVM, proposed by Veropoulos,[8] assigns
different cost functions which are used as upper bounds
to constrain α (formulations are presented in Section 3.2).
Since it assigns higher cost to the minority class than ma-
jority class, the skewed class boundary can be pushed away
from the minority class thus the accuracy of minority clas-
sification is improved. Based on the Bayes decision the-
ory, cSVM is supposed to be a promising method in dealing
with imbalanced classification problems. Yet, a number of
empirical studies[11, 16, 18] show cSVM does not always have

expected performance. The reason, as discussed by Wu et
al.,[11] is that cSVM has issues for enforcing cost-sensitivity.
Though research proposes cost-sensitive hinge loss func-
tion into cSVM,[16] integrating SMOTE with cSVM[13] and
employing example dependent cost in cSVM training pro-
cess,[19] the focus has only been on discriminative mod-
els. In this research, we integrate cSVM with a generative
model, GMM, which incorporates the data distribution in-
formation into the training process to tackle the imbalanced
classification problem. The detail of our proposed CSG is
explained in the following section.

3 Proposed algorithm: CSG
3.1 SVM basics

SVM finds the decision boundary by constructing the sepa-
ration hyperplane with maximum margin between different
classes. The data points closest to the hyperplane are called
support vectors in the soft-margin formulation.[2]

min 1
2w · w + C

n∑
i=1

ξi

s.t. yi(w · Φ(xi) + b) ≥ 1− ξi
ξi ≥ 0, i = 1, · · · , n

(2)

Finding the support vectors is the key issue for the SVM
classifier. This is because the decision function (in (1)) of a
new testing data x is calculated based on the similarity mea-
surement (kernel function K) between x and all the exist-
ing support vectors. The coefficients for non-support vector
data points are zero (αi=0) in (1). This indicates that the
non-support vector data points have no impact on classifica-
tion of the new testing data x once the support vectors has
been determined.

The performance of the SVM classifier mainly relies on the
choice of kernel function and the tuning of various param-
eters in the kernel function. The kernel function K (xi, xj)
is a similarity measure between the pair of data points xi
and xj . The kernel method works by mapping the two data
points from original input space (xi and xj) onto the high-
dimensional feature space (ϕ(xi) and ϕ(xj)). The kernel
function is calculated by taking the inner product of the
transformed data vector:

K(xi, xj) = 〈Φ(xi),Φ(xj)〉 = e(−γ‖xi−xj‖2), γ > 0 (3)

In this paper, we choose the most commonly used radial ba-
sis function (RBF) kernel (in (3)) for its good performance
on various domain applications.[27]

The SVM algorithm predicts the label of a test example x
by computing the sign function in (1). Instead of predicting
the label, much research requires the posterior class prob-
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ability P (y|x). Platt[28] proposes a method to approximate
the posterior probability by using

PA,B(x) = P (Y = 1|X = x) = 1
1 + e(Af(x)+B) (4)

where A and B are estimated by minimizing the negative log
likelihood of training dataset (xi, yi):

(A∗, B∗) = arg max
A,B

ny∑
i=1

(
1 + yi

2 log(PA,B(x′i)) + 1− yi
2 log(1− PA,B(x′i))

)
(5)

In our proposed method, we also use the probability outputs
of cSVM to fuse with the GMM probabilities in order to
benefit from both methods.

3.2 cSVM

In cSVM, the formulation is given as:

min 1
2w · w + C

C+
n+∑

i|yi=+1

ξi + C−
n−∑

i|yi=−1

ξi

 ;

s.t. yi(w · Φ(xi) + b) ≥ 1− ξi;
ξi ≥ 0, i = 1, · · · , n

(6)

The Lagrangian for the cSVM formulation is:

Lp = w2

2 + C

C+
n+∑

i|yi=+1

ξi + C−
n−∑

i|yi=−1

ξi


−

n∑
i=1

α1[yi(w · xi + b)− 1 + ξi]−
n∑
i=1

µiξi

(7)

With the constraints on αi as follows:

{
0 ≤ αi ≤ C+ if yi = +1
0 ≤ αi ≤ C− if yi = −1 and

n∑
i=1

αiyi = 0 (8)

cSVM assigns different cost functions C+ and C− to the
positive and negative classes respectively. The unequal set-
ting of cost functions will allow the class boundary to be
skewed towards the class with higher costs. In cSVM, one
can assign higher costs to the minority class examples to
push the class boundary toward the majority class. Yet,
cSVM suffers from two drawbacks: first, cSVM changes the
upper bound (C+, C−) of the support vector coefficients αi,
instead of working on αi directly. Thus, increasing of C+

does not always guarantee a change of αi. Second, the KKT
condition

∑n
i=1 αiyi = 0 (in (8)) imposes equal influences

from positive/negative support vectors. As a result, the in-
crease of some positive support vector coefficients will in-

evitably increase some coefficients of negative support vec-
tors which may weaken the discriminative power in identi-
fying the minority examples.

3.3 GMM basics

GMM is a generative model applied in many applications
such as object classification and speech recognition.[29–32]

Based on the training data, GMM models the probability
density function of the feature vector x by using a mixture
of weighted Gaussians.

PGMM (x|yi) =
M∑
m=1

cimN(x, µim, σ2
im) (9)

Where:

N(x, µim, σ2
im) = 1

(2πσ2
im) d2

e

(
− 1

2
‖x−µim‖2

σ2
im

)
(10)

cim, µim, and σ2
im are the weight, mean and covariance of

the mth mixture for class i. M is the number of mixtures
which should be defined by the user. The GMM method
is an unsupervised method that only reflects the intra-class
information. Given a training dataset with binary class la-
bels {(x1, y1), · · · , (xn, yn)}, y ∈ {−1, 1}, the data are
separated into two groups according to their class label.
Then the coefficients cim, µim, and σ2

im for each mixture
are computed using an Expectation Maximization (EM) al-
gorithm.[33] The EM algorithm is an iterative method for
finding the maximum likelihood function of the parame-
ters. Starting from some initial estimate of parameters,
the iteration alternates between E step and M step where
in the E step, the algorithm evaluates the expectation of
the log-likelihood using the current parameters; in the M
step, it computes the new parameters to maximize the log-
likelihood function found in the E step. The stopping crite-
rion for the iterations could be either convergence to a local
maxima, or the difference between two consecutive itera-
tions is smaller than a small value.

Once the coefficients are obtained, Bayesian rules can be
used to calculate the posterior class probability:

P (yi|x) = P (yi)
∑
m

P (m|yi)N(x|µim, σ2
im) (11)

3.4 Proposed algorithm: CSG

In this research, we propose a model fusion based approach
to integrate cSVM discriminative algorithm with GMM
generative algorithm which is explained as follows.
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Table 1: Notations used in CSG algorithm
 

 

Symbol Meaning 

Xtrain training dataset 

Xtest testing dataset 

y True label  

ypred 

NumF 
Predicted label  
Number of folds in cross validation 

n+ , n- 
Number of Gaussian centers for 
positive/negative class 

c, µ, σ2 GMM parameters 

q Cost for positive class in cSVM 

PcSVM (+1|x), 
PcSVM (-1|x) 

Probability outputs of cSVM  

PGMM (x|+1), 
PGMM (x|-1)     

Probability distribution of GMM 

PGMM (+1|x), 
PGMM (-1|x) 

Posterior probabilities of GMM 

Pfinal (+1|x) 
Modified posterior probability for positive 
class 

β1, β2 Combining coefficients 

A Search range of  

B Search range of  

C-matrix Confusion matrix 

Sen Sensitivity 

Spe Specificity 

 
Note that the RBF parameters: kernel parameters γ, c, com-
bining coefficients β1 and β2, cost ratio q, are obtained by
the grid search method. The search ranges of parameters are
defined according to the empirical experience. The detailed
parameter settings are discussed in Section 4.

In the CSG algorithm, we combine posterior probabilities of
cSVM and GMM for the final classification. The Gaussian
mixtures from both positive and negative classes are used
to modify the class boundary by adjusting the positive class
posterior probability (in (12)). The prediction is made by
comparing the posterior probability for each class.

Pfinal(y = +1|xi) = PcSVM (y = +1|xi)+
β1 · PGMM (y = +1|xi)− β2 · PGMM (y = −1|xi)

(12)

The assumption of integrating the cSVM and GMM poste-
rior probabilities as in (12) is: a positive testing example
xi should generally be closer to the positive Gaussian mix-
ture centers than negative Gaussian mixture centers. There-
fore, PGMM (+1|xi) should be greater thanPGMM (−1|xi).
On the other hand, a negative testing example should have
PGMM (+1|xi) less than its PGMM (−1|xi) in general. By
carefully tuning the coefficients β1 and β2, the positive test
examples may have a better chance of being predicted as

positive, while the negative test examples remain negative
in prediction.

Figure 1: The CSG Algorithm

As seen in Figure 2, circles are positive class examples
and dots are negative class examples. In Figure 2(a)
and 2(b), CSG finds the mixture of Gaussians for pos-
itive and negative class respectively. Figure 2(c) shows
that CSG pushes the class boundary of cSVM towards
the negative class. This is achieved by modifying the
cSVM probability output with the GMM probabilities us-
ing (12). For illustration, let C be a positive class ex-
ample, assume cSVM predicts C as negative class with
PcSVM (+1|C) = 0.45 and PcSVM (−1|C) = 0.55. By
using GMM method, we find PGMM (+1|C) = 0.3 and
PGMM (−1|C) = 0.7. If we choose β1 = β2=1, according
to (12), we have Pfinal(+1|C) = 0.45 +1*0.3-1*0.7 = 0.05.
Then, C will be predicted as positive since Pfinal(+1|C) >
PcSVM (−1|C). This example shows CSG can push the
class boundary of cSVM towards the negative class to im-
prove the discriminative power in identifying the positive
examples.
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Figure 2: Illustration example of CSG algorithm

4 Experiments and results
In this section, we first test the performance of CSG us-
ing eleven KEEL benchmark datasets.[34] Next, we use a
medical imaging dataset to test the applicability of CSG
on a real world application. To evaluate the performance
of the classifiers, we use the Gmean[35] metric which has
been widely used for evaluating classifiers on imbalanced
datasets.[13, 36, 37] Gmean is defined as

√
acc+ ? acc−, where

acc+(also called sensitivity) and acc− (also called speci-
ficity) are positive and negative class prediction accuracy,
respectively. Other than Gmean, sensitivity is of great in-
terest in many imbalanced learning domains,[13, 38, 39] be-
cause improving the prediction accuracy on the minority
class is the focus of many domain applications. In this
section, we focus the discussion on Gmean and sensitiv-
ity to show the outperformance of CSG. Specificity mea-
sure is also provided. In addition to sensitivity, specificity
and Gmean, Area Under the Curve (AUC) metric which
has been widely used in imbalanced classification prob-
lems[10, 22] is provided.

4.1 KEEL benchmark datasets

The eleven benchmark datasets we used in the experiments
are collected from KEEL-dataset repository.[34] The details
of the datasets are listed in Table 2. The imbalance ratio (IR)
varies from 2 to 130 among these datasets. The original
multiclass datasets are preprocessed as binary class prob-
lems, and the number in name of dataset indicates a positive
class. For example, in vehicle2, class 2 is used as positive
class and all the other classes in the original data have been
joined to represent the negative class.

In the experiments, we first compare CSG with the standard
SVM and cSVM algorithms to show fusing GMM knowl-
edge into cSVM can improve the classification on imbal-
anced datasets. Then we compare the performance of CSG
with SMOTE based algorithms such as SMOTE-SVM and
SMOTE-cSVM which has been compared in many litera-

tures.[13, 18, 39] Lastly, we further explore the effect of sam-
pling on CSG by combining SMOTE with the CSG algo-
rithm.

We use LIBSVM[40] MATLAB codes to build the SVM and
cSVM models. SMOTE method is applied to preprocess the
datasets using KEEL data mining software.[34] The datasets
are oversampled until both the classes are equal in number.
We apply 10-fold stratified cross validation on each dataset
so that the GMM method would have equal number of pos-
itive examples to train in each fold. In each fold, we use the
SMOTE data to train the model and original data to test the
model performance. The results of the 10-folds are aggre-
gated to form the final result. Due to the random nature of
the GMM algorithm, each experiment of CSG algorithm has
been run 20 times and the mean and standard deviation has
been listed. The parameters: RBF kernel parameters γ, c,
combining coefficients β1, β2, cost ratio q are obtained by
the grid search method. The searching ranges of the param-
eters are defined according to the empirical experience. γ is
searched from 0 to 512, c from 0 to 2048, β1, β2 from 0 to
1010. q is related to the class IR. The search range for q is
from 1 to IR1.4.
Table 2: The KEEL dataset used in the experiments

 

 

Dataset #Examples #Attributes #Positive #Negative 
Imbalance 
Ratio 

pima 768 8 268 500 1.9 

haberman 306 3 81 225 2.8 

contracepti
ve2 

1473 9 333 1140 3.4 

hepatitis 80 18 13 67 5.2 

yeast3 1484 8 163 1321 8.1 

glass2 214 9 17 197 11.6 

cleveland_
0_vs_4 

173 13 13 160 12.3 

pageblocks
2 

548 10 33 515 15.6 

flareF 1066 11 43 1023 23.8 

winequalit
y_red_4 

1599 11 53 1546 29.2 

abalone19 4174 9 32 4142 129.4 
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Table 3: Results of sensitivity, specificity and Gmean
 

 

Dataset  
Algorithmic approach  Preprocessing approach 

SVM cSVM CSG  SMOTE-SVM SMOTE-cSVM SMOTE-CSG 

pima 

Sen 0.519 0.705 0.721 ± 0.016 0.728 0.746 0.791 ± 0.001 

Spe 0.876 0.708 0.709 ± 0.015 0.742 0.738 0.706 ± 0.002 

Gmean 0.674 0.707 0.715 ± 0.003 0.735 0.742 0.747 ± 0.001 

haberman 

Sen 0.198 0.333 0.614 ± 0.023 0.593 0.654 0.704 ± 0.000 

Spe 0.951 0.907 0.673 ± 0.013 0.742 0.680 0.661 ± 0.005 

Gmean 0.433 0.550 0.643 ± 0.014 0.663 0.667 0.682 ± 0.002 

contracepti
ve2 

Sen 0.159 0.270 0.541 ± 0.000 0.423 0.471 0.598 ± 0.000 

Spe 0.969 0.932 0.725 ± 0.000 0.807 0.768 0.699 ± 0.001 

Gmean 0.393 0.502 0.626 ± 0.000 0.585 0.602 0.647 ± 0.000 

hepatitis 

Sen 0.231 0.385 0.746 ± 0.043 0.769 0.846 0.923 ± 0.000 

Spe 0.985 0.955 0.841 ± 0.039 0.866 0.866 0.821 ± 0.000 

Gmean 0.477 0.606 0.791 ± 0.013 0.816 0.856 0.870 ± 0.000 

yeast3 

Sen 0.791 0.840 0.853 ± 0.000 0.963 0.963 0.963 ± 0.000 

Spe 0.976 0.953 0.943 ± 0.000 0.907 0.907 0.907 ± 0.000 

Gmean 0.879 0.895 0.897 ± 0.000 0.935 0.935 0.935 ± 0.000 

glass2 

Sen 0.000 0.118 0.694 ± 0.055 0.706 0.882 0.897 ± 0.025 

Spe 0.990 0.995 0.724 ± 0.047 0.858 0.711 0.721 ± 0.013 

Gmean 0.000 0.342 0.707 ± 0.017 0.778 0.792 0.804 ± 0.005 

cleveland_0
_vs_4 

Sen 0.077 0.077 0.665 ± 0.056 0.615 0.538 0.615 ± 0.000 

Spe 1.000 1.000 0.565 ± 0.039 0.688 0.800 0.800 ± 0.000 

Gmean 0.277 0.277 0.611 ± 0.019 0.650 0.656 0.702 ± 0.000 

pageblocks
2 

Sen 0.485 0.515 0.577 ± 0.000 0.606 0.636 0.879 ± 0.000 

Spe 0.996 0.996 0.994 ± 0.000 0.963 0.922 0.784 ± 0.000 

Gmean 0.695 0.716 0.757 ± 0.000 0.764 0.766 0.830 ± 0.000 

flareF 

Sen 0.023 0.116 0.653 ± 0.036 0.907 0.907 0.907 ± 0.000 

Spe 0.999 0.994 0.790 ± 0.032 0.833 0.833 0.833 ± 0.000 

Gmean 0.152 0.340 0.718 ± 0.019 0.869 0.869 0.869 ± 0.000 

winequality
_red_4 

Sen 0.000 0.000 0.585 ± 0.000 0.585 0.585 0.623 ± 0.000 

Spe 1.000 1.000 0.498 ± 0.002 0.735 0.735 0.704 ± 0.000 

Gmean 0.000 0.000 0.540 ± 0.001 0.656 0.656 0.662 ± 0.000 

abalone19 

Sen 0.000 0.031 0.613± 0.033 0.813 0.813 0.813 ± 0.000 

Spe 1.000 0.990 0.687 ± 0.024 0.733 0.772 0.772 ± 0.000 

Gmean 0.000 0.176 0.648 ± 0.015 0.772 0.792 0.792 ± 0.000 

 

Table 3 presents the sensitivity, specificity and Gmean mea-
sures of each method. For algorithmic approaches, SVM
shows good specificity but poor sensitivity in general for all
eleven experiments since it trends to predict all examples as
majority (negative) class. Both cSVM and CSG show im-
provements on the sensitivity with sacrifice on specificity to
some extent. CSG achieves highest sensitivity for all eleven
datasets, and for five datasets (glass2, cleveland_0_vs_4,
flareF, winequality_red_4, abalone19) on which SVM and

cSVM fails completely, CSG works reasonably well. This
is because CSG exploits the underlying knowledge of the
imbalanced data distribution in the model building and thus
further improves the discriminative power of positive ex-
amples. For SMOTE-based methods, SMOTE-CSG shows
best sensitivity on seven out of eleven datasets, and equal
sensitivity on the remaining four datasets (yeast3, cleve-
land_0_vs_4, flareF and abalone19). In conclusion, CSG
method is effective in dealing with imbalanced classifica-

Published by Sciedu Press 99



www.sciedu.ca/air Artificial Intelligence Research 2015, Vol. 4, No. 2

tion problems.

In all eleven datasets, CSG achieves best Gmean among all
three algorithmic approaches, while SMOTE-CSG achieves
best Gmean among all three preprocessing approaches.
Compared with SVM, cSVM shows better Gmean mea-
sures in nine out of eleven datasets, while CSG further im-
proves cSVM in all eleven datasets by fusing the underly-
ing knowledge of the data distributions to the model train-
ing process. As a result, CSG is able to further enhance
the Gmean measure on datasets, such as abalone19 and
winequality_red_4, where cSVM shows little or even no
improvement over SVM. Compared with SVM and cSVM,
SMOTE based methods, SMOTE-SVM and SMOTE-cSVM
show improved Gmean on all eleven datasets. This indicates
that SMOTE is effective in enhancing the classifiers (SVM
and cSVM) on imbalanced datasets. Similarly, the SMOTE-

CSG method also achieves better Gmean than the CSG
method. Among all three SMOTE based methods, SMOTE-
CSG outperforms others in nine out of eleven datasets, and
in the other two datasets it has equal Gmean with the second
best method SMOTE-cSVM. These results show that CSG
is effective in dealing with imbalanced datasets.

SMOTE-CSG shows significant improved performance than
the CSG on all eleven datasets. SMOTE oversamples the
data by adding synthetic data instances which are generated
using convex combinations of the existing data. In SMOTE-
CSG method, SMOTE provides more training data to CSG
algorithm which can aid the training process of cSVM and
GMM, and thus lead to better class separation. In all, the
experimental results indicate that the preprocessing method
SMOTE is necessary in dealing with imbalanced datasets.

Table 4: Results of AUC
 

 

Dataset 
Algorithmic approach  Preprocessing approach 

SVM cSVM CSG  SMOTE-SVM SMOTE-cSVM SMOTE-CSG 

pima 0.719 0.728 0.736 ± 0.007 0.740 0.748 0.750 ± 0.001 

haberman 0.627 0.658 0.670 ±  0.011 0.657 0.658 0.680 ± 0.002 

contraceptive2 0.604 0.631 0.661 ±  0.000 0.610 0.611 0.636 ± 0.000 

hepatitis 0.705 0.773 0.864 ±  0.016 0.760 0.816 0.844 ± 0.000 

yeast3 0.894 0.913 0.916 ±  0.000 0.938 0.938 0.938 ± 0.000 

glass2 0.563 0.603 0.745 ±  0.023 0.834 0.807 0.821 ± 0.013 

cleveland_0_vs_4 0.608 0.608 0.666 ±  0.019 0.650 0.642 0.693 ± 0.000 

pageblocks2 0.788 0.815 0.842 ±  0.000 0.797 0.778 0.829 ±  0.000 

flareF 0.574 0.599 0.752 ±  0.014 0.878 0.878 0.878 ±  0.000 

winequality_red_4 0.564 0.564 0.572 ±  0.001 0.657 0.657 0.658 ±  0.000 

abalone19 0.569 0.599 0.682 ±  0.016 0.786 0.797 0.797 ±  0.000 

 

The AUC metric in Table 4 shows similar results as Gmean
in Table 3. For algorithmic approaches, CSG shows better
AUC than both SVM and cSVM for all eleven datasets. For
preprocessing approaches, SMOTE-CSG shows better AUC
in eight out of eleven datasets, and equal AUC for the rest
three datasets.

Table 5: Pair t-test on Sensitivity, Specificity, G-Mean and
AUC (p<.05 indicating significant differences)

 

 

Metrics 

Algorithmic approach Preprocessing approach 

CSG vs. 
SVM 

CSG vs. 
cSVM 

SMOTE-CSG vs. 
SMOTE-SVM 

SMOTE-CSG vs. 
SMOTE-cSVM 

Sensitivity 0.00008 0.00063  0.00996 0.01863 

Specificity 0.00042  0.00226 0.11836 0.04760 

Gmean 0.00124 0.00269  0.00344 0.01879 

AUC 0.00214 0.00669  0.03539 0.01401 

 

In addition, a pair t-test is conducted to draw statisti-

cal conclusions in comparing the performance of our pro-
posed CSG with the other two algorithmic approaches:
SVM and CSG, and the performance of our proposed
SMOTE-CSG with the other two preprocessing approaches:
SMOTE-SVM and SMOTE-cSVM. As shown in Table
5, CSG statistically outperforms SVM and cSVM on
all four metrics, that is, sensitivity, specificity, Gmean
and AUC (p<.05). SMOTE-CSG statistically outperforms
SMOTE-SVM and SMOTE-cSVM on three metrics: sensi-
tivity, Gmean and AUC. As for specificity, SMOTE-CSG
outperforms SMOTE-cSVM yet underperforms SMOTE-
SVM. This may be explained that SMOTE-SVM (and even
SMOTE-cSVM) is designed to perform well on specificity.
As indicated earlier, this research focuses on sensitivity
which is more important for imbalanced data while Gmean
and AUC are overall measures considering the tradeoffs be-
tween the sensitivity and specificty. Therefore we conclude
CSG and SMOTE-CSG are satisfactory in handling imbal-
anced data.
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Figure 3: Gmeans for Low IR datasets and High IR datasets

To evaluate the effect of IR on each method, we divide
the datasets into low-IR group (IR<10) and high-IR group
(IR≥10). Figure 3 shows the Gmean measures of each
datasets in each group. Figure 3(a) and 3(b) are the com-
parison of SVM, cSVM and CSG, and Figure 3(c) and 3(d)
are the comparison of SMOTE-SVM, SMOTE-cSVM and
SMOTE-CSG. Figure 3(a) and 3(b) show that CSG has a
significant improvements of Gmean compared to SVM and
cSVM on high-IR datasets relative to low-IR datasets which
indicates CSG is very effective in dealing with highly imbal-
anced datasets on which SVM and cSVM performs poorly.
This is because in highly imbalanced datasets, the majority
class dominates the training of the SVM and thus the class
boundary is highly skewed. cSVM shows improved perfor-
mance by assigning higher cost to the minority class, but its
performance is still less than satisfactory due to the limited
ability to enforce cost-sensitivity as we discussed in Section
3.2. CSG tackles the high imbalance issue by fusing the un-
derlying knowledge of the data distribution (GMM) into the
training process of cSVM, and thus the skewed class bound-
ary can be adjusted towards the majority class. In all, the
performance of CSG is much better on the high-IR group
than on low-IR group.

For SMOTE-based methods (see Figure 3(c) and (d)),

SMOTE-CSG marginally improved Gmean over both
SMOTE-SVM and SMOTE-cSVM methods. This is be-
cause the SMOTE method oversamples the minority class
until the whole dataset is balanced and SVM generally per-
forms well on balanced datasets since the class boundary of
SVM is not skewed. As a result, methods such as cSVM
and CSG which aim to adjust the skewed class boundary
would have marginal performance improvements over SVM
on balanced datasets.

To further test the performance of CSG, a real world renal
stone medical image dataset is collected from Mayo Clinic,
Arizona. The comparison experiment is discussed in the
next section.

4.2 Renal stone dataset

Renal stones, also called kidney calculi, are the solid crystal
aggregations formed in the kidneys from dietary minerals in
the urine. Renal stone disease can cause nausea and vomit-
ing with sharp pain in the back or lower abdomen and some-
times blood in urine (e.g., hematuria).[41] It affects approx-
imately one in eleven people in the United States.[42] Each
year, more than one million visits to health care providers
are related to the renal stone disease.[41] Based on the chem-
ical composition, clinically relevant renal stones can be cat-
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egorized into four types: unic acid, calcium oxalate, struvite
and cystine. The determination of the chemical composition
of renal stone is a key factor in preoperative patient evalua-
tion, treatment planning and recurrence prevention.[43] The
commonly used stone analysis techniques include in vitro
x-ray diffraction, infrared spectroscopy and polarization mi-
croscopy.[44] These tests, unfortunately, are performed only
after the stones are extracted from the patients. In renal
stone preoperative evaluation, minimally invasive interven-
tion is preferred for the benefits of the patients. Utilizing
noninvasive tests such as radiology imaging studies to iden-
tify the renal stone composition is of great interest.[45, 46]

Figure 4: The DECT image of renal stones (phantom
study)

Dual Energy CT (DECT) is a recently developed technique
used for the purpose of diagnostic imaging. Instead of ac-
quiring a single data set as per conventional CT, it acquires
two simultaneous or near simultaneous data sets, one low
and one high energy, during a single acquisition. This set-
ting enables DECT to differentiate materials with similar
electron densities but varying photon absorption abilities,[47]

improving noninvasive renal stone characterization.[48]

In this study, we collect 65 stones from the stone analy-
sis laboratory at Mayo Clinic Arizona. All stones are ex-
tracted from previous patients through surgical and endo-
scopic intervention. The chemical composition has been de-
termined with stereo microscopy and infrared spectropho-
tometry. According to the chemical composition, the 65
stones are divided into four groups: uric acid (n = 34), cal-
cium oxalate (n = 18), cystine (n = 9) and struvite (n = 4).
The diameter of the stones varies from 2.6 mm to 6.2 mm
(mean size 3.5 mm). Among all four types of renal stones,
cystine stone is of great interest for the following reasons:

first, cystine stone is usually too dense to be broken up by
applying extracorporeal shock wave lithotripsy as can be
done for some other types of stones. Instead, techniques
designed for removing dense stones, such as percutaneous
nephrolithotripsy (PNL), may be applied. Second, cysteine
stone is the result of cystinuria, which is a genetic auto-
somal recessive metabolic disorder.[49] Patients with cys-
teine stones may also need to take additional genetic screen-
ing tests other than medical treatment.[50] In this experi-
ment, cystine stone has been selected as the target class, and
the other stone types are combined as the non-target class.
Thus, the imbalance ratio is 6.2 (n=56 for non-cystine stones
and n=9 for cystine stones). The details of the DECT renal
stone dataset are shown in Table 6.

In this comparison experiment, we are interested in showing
the outperformance of CSG over cSVM. In addition, some
commonly used machine learning algorithms in medical
data classification problems such as SVM,[51] artificial neu-
ral network (ANN),[52] C4.5[53] and NaiveBayes (NB)[54] are
also implemented for comparison. The SVM, cSVM and
CSG methods are performed using the same settings as in
section 4.1. The ANN, C4.5 and NB methods are performed
using data mining software Weka 3.6.9.[55] 5-fold stratified
cross validation is applied. In addition to sensitivity, speci-
ficity and Gmean, we also use two other important evalua-
tion metrics for the medical diagnosis field: Positive Predic-
tive Value (PPV) and Negative Predictive Value (NPV). PPV
indicates the probability that patients with positive screen-
ing tests truly have the disease, while NPV shows the prob-
ability that patients with negative screening tests truly don’t
have the disease. The results are shown in Figure 5 and Fig-
ure 6.

Figure 5 shows that the standard SVM method performs
poorly on this imbalanced dataset. The zero sensitivity
shows that SVM has no recognition ability of the cystine
stones. cSVM improves the sensitivity very little (11.1%),
and still far less than satisfactory. CSG method has much
better sensitivity than SVM or cSVM (77.8% vs. 0% and
11.1%). ANN has equal sensitivity with C4.5 (44.4%)
but higher specificity (96.4% vs. 92.9%). Compared with
ANN, NB has better sensitivity (66.6%), but lower speci-
ficity (83.9%). The CSG method achieves highest sensi-
tivity (77.8%) and Gmean (86.6%) among all six meth-
ods while maintaining high specificity (96.4%). The CSG
method also achieves the second highest values in PPV
(77.8%) and the highest value in NPV (96.4%) according
to Figure 6. In conclusion, CSG outperforms the other five
methods in classification of cystine stones.

Table 6: The RenalStone_cys dataset
 

 

Dataset #Examples #Features #Positive #Negative IR Feature Description 

RenalStone_cys 65 18 9 56 6.2 
11 energy level measures 
1 effective atomic number  
6 material density measures 
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Figure 5: Sensitivity, Specificity and Gmean on RenalStone_cys dataset

Figure 6: PPV and NPV on RenalStone_cys dataset

5 Conclusion and discussion
In this research, we propose a model fusion based approach
integrating cSVM with GMM for the imbalanced classifica-
tion problem. The CSG method augments cSVM by incor-
porating the GMM modeling of imbalanced data distribu-
tion into the training process and thus leads to better iden-
tification of the minority class examples. Experimental re-
sults on KEEL benchmark datasets and the medical imaging
dataset show the CSG method to be effective in dealing with
imbalanced classification problems.

We also find that CSG performs even better when the dataset
is preprocessed by SMOTE method. This is because the
synthetic data instances generated by SMOTE creates larger
and less specific decision regions for the cSVM and GMM
models to learn from, thus the decision boundary can be fur-
ther adjusted towards the majority class and thus lead to bet-
ter class separation. In all, the SMOTE method can further
improve the CSG method in dealing with imbalance classi-
fication problems.
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