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Abstract
The acquisition of customized equipment usually requires the selection of a technology supplier to accomplish a development
project. This requires the evaluation of the suppliers’ proposals that may be assessed by different evaluators in different ways
(single numerical values, intervals or linguistic values). In the public sector, this process may require the prior publication of
the scoring rules in a request for proposal (RFP). This may force the evaluators to assign weights in advance to characteristics
whose technical significance is known but whose significance for the evaluation is unknown. An inappropriate assignation of
weights in the evaluation may lead to wrong conclusions. The objectives of the research were the implementation of a method
for the evaluation of offers, including the adaption of weights as part of the evaluation process without violating the principles of
transparency and non-discrimination that are generally required by the legislation; the integration of quantitative and qualitative
criteria in a flexible procedure; and the verification for possible rank reversals. This paper proposes the use of trapezoidal fuzzy
numbers (TFN) for the simultaneous implementation of different types of evaluations, incorporates variable weights analysis
(VWA) for the subsequent adjustment of weights, and proposes a simple method for the detection of rank reversal. A numerical
example is presented using data from an actual case.

Key Words: Project selection, Supplier evaluation, Trapezoidal fuzzy numbers, Variable weights analysis, Rank reversal

1 Introduction

The acquisition of customized equipment usually requires
the implementation of a project management approach and
a tendering process for the selection of a technology sup-
plier. This process includes the issue of a request for pro-
posal (RFP) where the customer specifies the requisites for
the suppliers to participate in the tendering process includ-
ing those technical specifications whose fulfilment is con-
sidered mandatory.

Upon the reception of the proposals, those that do not ful-
fill all of the mandatory requirements are directly discarded.
The remaining offers are evaluated according to varied eval-

uation criteria. The screening process of the submitted of-
fers is a case of supplier evaluation and selection, which falls
within the scope of multi-criteria decision analysis.

Most of the evaluation criteria correspond to technical spec-
ifications that can be expressed through numerical values. In
some cases, the implementation of a procedure for quantita-
tive evaluation and the automatic application of formulas re-
inforce transparency and prevent the subjectivity in the eval-
uation process. Several formulas have been proposed where
weights are associated to evaluation criteria in accordance
to their assigned importance.

Nevertheless, qualitative aspects cannot be evaluated by the
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direct application of formulas and require the participation
of evaluators to qualify the specifications provided in the
proposals. In those cases it is necessary for the implementa-
tion of a method to code the evaluators’ opinions and inte-
grate those opinions in a unique value. In the public sector, it
is necessary to fulfill several legal requisites[1] depending on
the legislation of the country. In particular, in the European
Union it is necessary to ensure that the bidding process con-
forms to the principles of transparency, non-discrimination
and equal treatment,[2] making necessary to specify the scor-
ing rules and weights in advance.[3, 4]

Nevertheless, even with a good knowledge of the required
technology, it is difficult to foresee the variability of some
specifications among offers (for example, some important
characteristics may be equally specified by all of the poten-
tial suppliers). This may conduct to an unbalanced assig-
nation of weights to the evaluation criteria, conferring high
weights to non-significant criteria with the consequent loss
of resolution in the evaluation and, in some cases, the se-
lection of an option that is not necessarily the best. The di-
rect solution to this problem consists in the modification of
weights during the evaluation process but this is not accept-
able if, according to the legislation, the scoring rules and
weights must be set in advance.

The objectives of the research were the implementation of a
method for the evaluation of offers, including the adaption
of weights as part of the evaluation process without violating
the principles of transparency and non-discrimination that
are generally required by the legislation; the integration of
quantitative and qualitative criteria in a flexible procedure
that admits crisp values, different types of intervals and lin-
guistic values from different evaluators; and the verification
for possible rank reversals by a simple procedure. We pro-
pose the use of trapezoidal fuzzy numbers (TFN) for the
simultaneous implementation of different types of evalua-
tions, and variable weights analysis (VWA) for the subse-
quent adjustment of weights.

VWA[5] is a method that implements weights adaption pro-
cedures according to a state variable weight vector.[6–8]

Fuzzy logic[9] substitutes the classic two-valued logic (true
and false) with continuous graded membership functions
that go from absolute true to absolute false. Fuzzy logic
is useful for representing imprecise knowledge and linguis-
tic terms.[10] TFN[11, 12] can be used to capture and represent
information from different sources supplied in varied forms
that can be aggregated. Centroid function permits the de-
fuzzification of fuzzy numbers.[13]

Rank reversal[14] is a common problem in decision making
that consists in an inversion in the position in a ranking when
options are suppressed or new ones are added.

The contribution of the research described in this paper con-
sist in the development of a method for the automatic adap-

tion of weights based on the VWA method to emphasize
significant criteria; and the implementation of trapezoidal
fuzzy numbers and centroid function for the codification,
aggregation and defuzzification of evaluations simultane-
ously performed by different evaluators in a varied man-
ner. A hierarchy of criteria is implemented to facilitate the
assignation of weights. The procedure and formulas can be
previously set in the RFP preserving the principles of trans-
parency and non-discrimination that are required in the pub-
lic sector.

The rest of the paper is organized as follows: In Section 2,
a literature review is presented. Section 3 describes the pro-
posed method. Section 4 presents a numerical example in-
cluding a rank reversal analysis. Finally, Section 5 contains
the conclusions and possible directions for future research.

2 Literature review
Several methods base on fuzzy logic are applied to the eval-
uation and selection of suppliers.[15–17]

Chen et al.[6] presented a model for the evaluation of of-
fers based on “Variable Weights-TOPSIS”. In the first step,
the criteria values supplied in an offer are normalized us-
ing linear formulas. A state variable weights vector is im-
plemented by a punitive exponent-type formula to modify
the weights of the criteria that evaluate an option. Every
option has its own state variable weights vector that mod-
ifies its criteria. Every criterion is modified depending on
the difference between the normalized value of the crite-
rion in that option and the arithmetic mean among all the
normalized values of criteria for the same option. This pro-
cedure is sensible to the decrease of a single factor at low
level but stagnates on the increase of single factors at high
level, emphasizing offers with more balanced criteria. Fi-
nally, TOPSIS is applied to rank the options. The obtained
ranking may vary with the level of punishment introduced
in the exponent-type formula.

Chen et al.[18] used linguistic values associated to trape-
zoidal and triangular fuzzy numbers in a method based on
fuzzy TOPSIS. Guneri et al.[19] expressed linguistic values
in TFN to assess weights and ratings of suppliers in a linear
programing method. Wang et al.[20] used TFN in a TOPSIS
based method for supply selection; Sanayei et al.[21] used
TFN associated to linguistic terms in the implementation of
a group decision making based on VIKOR. Liao and Kao[22]

use trapezoidal and fuzzy triangular numbers associated to
linguistic values in a method based on the combination of
TOPSIS and multi-choice goal programing (MCGP).

Luukka[23] developed a method using TFN in relation to lin-
guistic values; the method is a new approach to TOPSIS in
which the distance between a real option and the ideal pos-
itive and negative options is obtained by similarity of trape-
zoidal fuzzy numbers.
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Using trapezoidal and fuzzy triangular numbers associated
to linguistic values, Amindoust et al.[24] implemented an
array of fuzzy inference systems (FIS) to rank suppliers.
Ferreira and Borenstein[25] implemented a method based on
the integration of influence diagram and fuzzy logic to rank
and evaluate suppliers; linguistic terms for the importance
weight of criteria are associated to TFN. Pattnaik[26] con-
verted linguistic values into TFN, using fuzzy mean for ag-
gregation to evaluate and rank suppliers.

3 Proposed method
The proposed method is based on the following algorithm:
Original weights are assigned to every final criterion (steps
1 and 2). Quantitative criteria are evaluated using linear
functions (Step 4). Evaluations for qualitative criteria are
transformed in TFN; normalized crisp values are obtained
by centroid calculation and linear functions (Step 5). The
original weight of every criterion is modified according to
the dispersion of the evaluations among options; every op-
tion is assigned a value from the weighted average[26] of the
values obtained for the option in relation to the final evalu-
ation criteria (Step 6). The results may be checked for rank
reversal by the suppression of options and the verification of
the resulting rank.

The proposed method is implemented as follows:

Step 1: The evaluation criteria are organized in a hierar-
chy.[27] To facilitate the assignation of weights, groups in
the hierarchy are organized to have not more than four ele-
ments.

Step 2: Weights are assigned to every criterion. Due to the
small number of criteria in every group, weights can be di-
rectly assigned. The sum of the weights within every group
equals 1. Every criterion Cn in the lower level of every line
of the hierarchy (final criterion) is assigned a global weight
as a result of the aggregation of all the relative weights in its
line:[28]

Wn =
L∏
i=1

wi (1)

where Wn is the global weight of the final criterion Cn, wi
are the partial weights of the criteria in its line in the hierar-
chy, and L is the number of levels in its line in the hierarchy.
The RFP will include the global weights of the final crite-
ria, as well as the evaluation formulas and the procedure for
weight compensation that are detailed in steps 4 to 6.

Step 3: After receiving the offers, all the options that fail on
fulfilling any of the compulsory specifications are discarded.

Step 4: For the evaluation of quantitative criteria, we pro-
pose the use of the following linear formulas that normal-
ize the values[6] and provide the highest resolution.[29] For
numerical characteristics with a negative perspective (the

lower the best), we apply a normalized linear formula:[30]

Vmn = max(xn)− xmn
max(xn)−min(xn) (2)

where Vmn is the numerical value assigned to option Om in
relation to criteria Cn; xmn is the numerical specification of
criteria Cn for option Om; min(xn) is the minimum value
of specification xn among all the options; and max(xn) is
the maximum value of specification xn among all the op-
tions. For numerical characteristics with a positive perspec-
tive (the higher the best) we apply the following normalized
linear formula:[30]

Vmn = xmn −min(xn)
max(xn)−min(xn) (3)

Every final criterion is evaluated with values belonging to
the interval [0,1]. Both formulas assign Vmn = 1 to the best
option and Vmn = 0 to the worst. When all the values are
the same, xmn = max(xmn) = min(xmn) and Vmn = 0.

Criteria consisting in ranges of values can be split in two
different criteria (top and bottom values) with their own
weights, or can be assigned a unique value either from the
mean of the evaluation of top and bottom values or from a
weighted mean of their evaluations.

Step 5: Qualitative criteria are evaluated by evaluators who
may use any of the following four types of values: crisp nu-
merical values, simple intervals, intervals with a preferred
subinterval, intervals with a preferred single value, and lin-
guistic values. Every evaluator can freely select the type of
value and all five types can be simultaneously used by dif-
ferent evaluators.

All the values are associated to trapezoidal fuzzy numbers
T̃ = (a, b, c, d)[11] with the following membership func-
tion:[12]

µT̃ (x) =


0 x ≤ a
x−a
b−a a < x < b

1 b ≤ x ≤ c
x−d
c−d c < x < d

0 x ≥ d

(4)

Every evaluator ej emits a judgment on every option Om in
relation to criterion Cn. Every judgment is transformed in a
trapezoidal value:[31]

ṽm(n)ej = (amnej , bmnej , cmnej , dmnej ) (5)

For crisp values: a = b = c = d; for simple intervals:
a = b < c = d; for intervals with a preferred subinter-
val (trapezoidal fuzzy number): a < b < c < d; for inter-
vals with a preferred single value (fuzzy triangular number):
a < b = c < d.
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For linguistic values there are pre-assigned fuzzy triangular
numbers a < b = c < d according to Table 1.

To obtain a unique normalized value Vmn for every option
in relation to every final criterion, a unique trapezoidal fuzzy

number T̃mn is obtained. Considering that the same weight
is assigned to all of the evaluators, the aggregation is per-
formed by the arithmetic mean of all the trapezoidal fuzzy
numbers assigned by the evaluators ej to that specific option
Om in relation to that specific criterion Cn:[32, 33]

˜Tmn = (Amn, Bmn, Cmn, Dmn) =

 1
E

E∑
j=1

amnej ,
1
E

E∑
j=1

bmnej ,
1
E

E∑
j=1

cmnej ,
1
E

E∑
j=1

dmnej

 (6)

where E is the total number of evaluators that have per-
formed the evaluation of option Om in relation to criterion
Cn.

Finally, a crisp value is obtained by calculation of the cen-
troid of the corresponding trapezoidal membership function

µT̃ (x):[13]

xmn =
∫∞
−∞ xµ ˜Tmn(x)dx∫∞
−∞ µ ˜Tmn(x)dx

(7)

xmn = 1
3[Amn +Bmn + Cmn +Dmn −

DmnCmn −AmnBmn
(Dmn + Cmn)− (Amn +Bmn) ] (8)

Table 1: Linguistic values
 

 

Linguistic 
Very 
Low 

Low Medium High 
Very 
High 

Mnemonic vL L M H vH 

TFN 
(0, 0, 0, 
0.25) 

(0, 0.25, 
0.25, 0.5) 

(0.25, 0.5, 
0.5, 0.75) 

(0.5, 0.75, 
0.75, 1) 

(0.75, 1, 
1, 1) 

 

Finally, a normalized value Vmn is obtained applying Eq.
(3) for characteristics with a positive perspective or Eq. (2)
for characteristics with a negative perspective.

As for quantitative criteria every final criterion receives a
value belonging to the interval [0,1].

Step 6: Every option Om is assigned a normalized com-
pensated weighted value W ′nVmn in relation to every final
criterion Cn. The final result of the evaluation Um of option
Om will be:[3, 34]

Um =
N∑
n=1

W ′nVmn;
N∑
n=1

W ′n = 1 (9)

where N is the total number of final criteria Cn; Vmn is the
unique normalized value assigned to option Om in relation
to final criterion Cn, that was obtained in Step 4 for quanti-
tative criteria and in Step 5 for qualitative criteria; and W ′n
is the normalized compensated weight assigned to criterion
Cn according to the following equation:[35, 36]

W ′n = S(xn)Wn∑N
i=1 S(xi)Wi

(10)

S(x) defines the state variable weight vector.[8] We imple-
ment an exponent type incentive state variable weight vec-

tor:[6]

S(xn) = eα
σn

|x̄n| ;α ≥ 0 (11)

α is the varying level of weights and σ is the dispersion cal-
culated by the well-known standard deviation formula:

σn =
[
M∑
m=1

(xmn − x̄n)2

M

]0.5

(12)

M is the total number of valid options and |x̄n| is the abso-
lute value of the mean:

|x̄n| = |
M∑
m=1

xmn
M
| (13)

When α=0, weights are not compensated (W ′n = Wn) and
the procedure implements the classic approach.

When a criterion contains more than one value, we use the
quadratic addition of the values:

S(xn) = e
α

√∑N

i=1

(
σni

| ¯xni|

)2

;α ≥ 0 (14)

4 Case study
We show the implementation of the proposed methodology
through a numerical example using data from a public ten-
der for the supply of customized barcode readers for their
integration with a lottery terminal.
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Step 1:

We organized the evaluation criteria in a hierarchy:

8 
 

 

 
















N

i nix
ni

enxS
1

2


;  0                                                                      (14) 

4. Case study 

We show the implementation of the proposed methodology through a numerical example using data from 

a public tender for the supply of customized barcode readers for their integration with a lottery terminal. 

Step 1 

We organized the evaluation criteria in a hierarchy: 

1C  General characteristics 

 1.1C  Ergonomics 

 2.1C  Environmental 

  1.2.1C  Operating temperature (ºC) 

  2.2.1C  Storage temperature (ºC) 

  3.2.1C  Humidity (%) 

 3.1C  Immunity to adverse environment 

  1.3.1C  Electrostatic discharge protection (KV) 

  2.3.1C  Drop resistance (m) 

  3.3.1C  Sealing (IP code) 

  4.3.1C  Immunity to ambient light (lux) 

 4.1C  Mounting stand 

2C  Reading performance 

 1.2C  Print contrast ratio (%) 

 2.2C  Motion tolerance (cm/s) 

 3.2C  Resolution (mils) 

 4.2C  Reading angles (º pitch/roll/skew) 

3C  Price (€) 

4C  Facility of integration with the current system 

Step 2 

Table 2 shows the assigned partial weights iw , and the global weights nW  that were calculated for every 

final criteria nC . 

Table 2. Partial weights iw  and global weights nW   

Step 2:

Table 2: Partial weights wi and global weights Wn

 

 

iw  nW

2.01 w  

1.1w 0.2  1.1W   0.040 

2.1w 0.2 
1.2.1w 0.6 1.2.1W 0.024 

2.2.1w 0.15 2.2.1W 0.006 

3.2.1w 0.25 3.2.1W 0.010 

3.1w 0.35 

1.3.1w 0.2 1.3.1W 0.014 

2.3.1w 0.3 2.3.1W 0.021 

3.3.1w 0.2 3.3.1W 0.014 

4.3.1w 0.3 4.3.1W 0.021 

4.1w 0.25  4.1W   0.050 

3.02 w  

1.2w 0.15  1.2W   0.045 

2.2w 0.6  2.2W   0.180 

3.2w 0.1  3.2W   0.030 

4.2w 0.15  4.2W   0.045 

3w 0.3   3W      0.300 

4w 0.2   4W     0.200 

 

Table 2 shows the assigned partial weights wi, and the

global weights Wn that were calculated for every final cri-
teria Cn.

Step 3:

The options that did not comply with the requested spec-
ifications were discarded. Four options (O1, O2, O3, O4)
continued the evaluation process.

Step 4:

The numerical data supplied in the offers are shown in Table
3.
Table 3: Numerical specifications xmn

 

 

nC  
1O  2O  3O 4O

nx1  nx2  nx3 nx4

1.1C  - - - - 

1.2.1C  0/50 0/50 0/50 0/40 

2.2.1C  -40/70 -20/70 -40/70 -40/60 

3.2.1C  0/95 0/90 0/95 0/95 

1.3.1C  16 16 15 13 

2.3.1C  1.5 1.8 1.8 1.5 

3.3.1C  IP42 IP52 IP41 IP42 

4.3.1C  86.000 100.000 100.000 96.890 

4.1C  - - - - 

1.2C  25 25 20 35 

2.2C  63.5 63.5 610 10 

3.2C  4 4 5 5 

4.2C  65/180/60 40/180/40 45/180/65 60/180/70 

3C  110 127.08 173.16 130 

4C  - - - - 

 

The evaluation of numerical specifications was performed
by the application of Eqs. (2) and (3).

C1.2.2 was evaluated by the mean of the evaluation of its ex-
tremes. C1.2.1 and C1.2.3 were evaluated by their top value
(the bottom value was the same for the three options). C2.4
was evaluated by the mean of the evaluation of two of its
values (one of the three values was the same for the four
options). C1.3.3 contains two numbers that are not numeri-
cal values but codes of the level of protection: one against
the intrusion of solids and the other against the intrusion of
water. Nevertheless, we considered them as numerical val-
ues and obtained the evaluation from the mean of the two
values.

Step 5:

Tables 4 to 6 show the evaluation of options Om in rela-
tion to C1.1, C1.4 and C4. Evaluations were performed by
six different evaluators ej using crisp numbers, simple in-
tervals, intervals with preference subintervals and linguistic
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terms.
Table 4: Judgments emitted by 6 evaluators ej for options
Om in relation to final criterion C1.1

 

 

 1O  
2O  

3O  
4O  

1e  0.6 0.8 0.9 0.5 

2e  M H vH M 

3e  (0.5, 0.75) (0.7, 0.9) (0.8, 1) (0.75, 0.8) 

4e  M M vH M 

5e  M H vH M 

6e  
(0.6, 0.7, 0.75, 
0,8) 

(0.75, 0.8, 
0.9, 1) 

(0.75, 0.9, 
0.95, 1) 

(0.5, 0.65, 
0.6, 0.75) 

 
Table 5: Judgments emitted by 6 evaluators ej for options
Om in relation to final criterion C1.4

 

 

 1O  2O  3O  4O  

1e  0.4 0.4 0.75 0.75 

2e
 M M H H 

3e
 (0.3, 0.5) (0.3, 0.5) (0.6, 0.8) (0.6, 0.8) 

4e
 L L M M 

5e
 M M M M 

6e
 

(0.5, 0.6, 
0.65, 0.7) 

(0.5, 0.6, 
0.65, 0.7) 

(0.8, 0.85, 
0.87, 0.9) 

(0.8, 0.85, 
0.87, 0.9) 

 
Table 6: Judgments emitted by 3 evaluators ej for options
Om in relation to final criterion C4

 

 

 1O  2O  3O  4O  

1e  
0.2 0.9 0.9 0.2 

2e
 

L vH vH L 

3e
 

(0, 0.25) (0.9, 1) (0.9, 1) (0, 0.25) 

 
Tables 7 to 9 show the procedures to obtain unique normal-
ized numerical values Vmn for options Om in relation to
C1.1, C1.4 and C4.

Step 6:

We previously set the value of the varying level of weights
to α=2. Table 10 shows the calculation of the overall evalu-
ation of every option.

For the calculation of the state variable weights vector we
used Eq. (11). For C1.2.2, C1.3.3 and C2.4 we use Eq. (14).

Analysis of results

Table 11 shows the overall evaluation Um for different val-
ues of the weight modification level α. It can be observed
that the resulting ranking is different for the classic approach
with original non-compensated weights (α=0). For compen-
sated weights, as the value of weight modification level α

increases, the overall evaluation U3 of the first positioned
option O3 is separated from the rest.

Table 7: Procedure to obtain a unique normalized
numerical value Vm1.1 for every option Om

 

 

 1O  
2O  

3O  
4O  

   jev 1.11
~    jev 1.12

~    jev 1.13
~    jev 1.14

~

1e  
(0.6, 0.6, 
0.6, 0.6) 

(0.8, 0.8, 
0.8, 0.8) 

(0.9, 0.9, 
0.9, 0.9) 

(0.5, 0.5, 0.5, 
0.5) 

2e  
(0.25, 0.5, 
0.5, 0.75) 

(0.5, 0.75, 
0.75, 1) 

(0.75, 1, 1, 
1) 

(0.25, 0.5, 
0.5, 0.75) 

3e  
(0.5, 0.5, 
0.75, 0.75) 

(0.7, 0.7, 
0.9, 0.9) 

(0.8, 0.8, 1, 
1) 

(0.75, 0.75, 
0.8, 0.8) 

4e  
(0.25, 0.5, 
0.5, 0.75) 

(0.25, 0.5, 
0.5, 0.75) 

(0.75, 1, 1, 
1) 

(0.25, 0.5, 
0.5, 0.75) 

5e  
(0.25, 0.5, 
0.5, 0.75) 

(0.5, 0.75, 
0.75, 1) 

(0.75, 1, 1, 
1) 

(0.25, 0.5, 
0.5, 0.75) 

6e  
(0.6, 0.7, 
0.75, 0,8) 

(0.75, 0.8, 
0.9, 1) 

(0.75, 0.9, 
0.95, 1) 

(0.5, 0.65, 
0.6, 0.75) 

1.1mT  
(0.41, 0.55, 
0.6, 0.73) 

(0.58, 0.72, 
0.77, 0.91) 

(0.78, 0.93, 
0.98, 0.98) 

(0.42, 0.57, 
0.57, 0.72) 

1.1mx  0.572 0.744 0.911 0.567 

1.1mV  0.017 0.516 1 0 

 
Table 8: Procedure to obtain a unique normalized
numerical value Vm1.4 for every option Om

 

 

 
1O  2O  3O  4O  

  jev 4.11
~    jev 4.12

~    jev 4.13
~    jev 4.14

~  

1e  
(0.4, 0.4, 
0.4, 0.4) 

(0.4, 0.4, 
0.4, 0.4) 

(0.75, 0.75, 
0.75,0.75) 

(0.75, 0.75, 
0.75, 0.75) 

2e
 

(0.25, 0.5, 
0.5, 0.75) 

(0.25, 0.5, 
0.5, 0.75) 

(0.5, 0.75, 
0.75, 1) 

(0.5, 0.75, 
0.75, 1) 

3e
 

(0.3, 0.3, 
0.5, 0.5) 

(0.3, 0.3, 
0.5, 0.5) 

(0.6, 0.6, 
0.8, 0.8) 

(0.6, 0.6, 0.8, 
0.8) 

4e
 

(0, 0.25, 
0.25, 0.5) 

(0, 0.25, 
0.25, 0.5) 

(0.25, 0.5, 
0.5, 0.75) 

(0.25, 0.5, 
0.5, 0.75) 

5e
 

(0.25, 0.5, 
0.5, 0.75) 

(0.25, 0.5, 
0.5, 0.75) 

(0.25, 0.5, 
0.5, 0.75) 

(0.25, 0.5, 
0.5, 0.75) 

6e
 

(0.5, 0.6, 
0.65, 0.7) 

(0.5, 0.6, 
0.65, 0.7) 

(0.8, 0.85, 
0.87, 0.9) 

(0.8, 0,85, 
0,87, 0.9) 

4.1
~
mT  

(0.28, 0.43, 
0.47, 0.6) 

(0.28, 0.43, 
0.47, 0.64) 

(0.53, 0.66, 
0.7, 0.83) 

(0.53, 0.66, 
0.7, 0.83) 

4.1mx
 0.443 0.443 0.676 0.676 

4.1mV
 0 0 1 1 

 

Table 12 shows the verification for rank reversal for two val-
ues of the weight modification level (α=0 and α=1). Op-
tions are consecutively suppressed to observe the effects in
the remaining options in order to detect possible changes in
the ranking. A case of rank reversal is detected with the
original non-compensated weights (α=0) when O3 is sup-
pressed. In a similar way, in Table 13, pairs of options are
suppressed to detect changes in the ranking of the remaining
options. A case of rank reversal is detected with the origi-
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nal non-compensated weights (α=0) when O3 and O4 are
suppressed.

Table 9: Procedure to obtain a unique normalized
numerical value Vm4 for every option Om

 

 

   jev 41
~

 
  jev 42

~

 
  jev 43

~

 
  jev 44

~

 

1e  
(0.2, 0.2, 
0.2, 0.2) 

(0.9, 0.9, 
0.9, 0.9) 

(0.9, 0.9, 
0.9, 0.9) 

(0.2, 0.2, 
0.2, 0.2) 

2e  
(0, 0.25, 
0.25, 0.5) 

(0.75, 1, 
1, 1) 

(0.75, 1, 
1, 1) 

(0, 0.25, 
0.25, 0.5) 

3e  
(0, 0, 0.25, 
0.25) 

(0.9, 0.9, 
1, 1) 

(0.9, 0.9, 
1, 1) 

(0, 0, 0.25, 
0.25) 

4
~
mT  

(0.07, 0.15, 
0.23, 0.32) 

(0.85, 
0.93, 
0.97, 
0.97) 

(0.85, 
0.93, 
0.97, 
0.97) 

(0.07, 0.15, 
0.23, 0.32) 

4mx  0.192 0.925 0.925 0.192 

4mV  0 1 1 0 

 
Table 10: Calculation of the overall evaluation Um of
every option Om for α=2

 

 

       
1O  2O  3O  4O  

nC  n
xn

   nS x  nW   n nS x W  '
nW

 1nV  2nV  3nV  4nV  

1.1C  0.203 1.501 0.040 0.0600 0.0146 0.017 0.516 1.000 0.000 

1.2.1C  0.000 1.200 0.024 0.0288 0.0070 1.000 1.000 1.000 0.000 

1.2.2C  0.247 1.667 0.006 0.0100 0.0024 1.000 0.500 1.000 0.500 

1.2.3C  0.000 1.047 0.010 0.0105 0.0025 1.000 0.000 1.000 1.000 

1.3.1C  0.082 1.177 0.014 0.0165 0.0040 1.000 1.000 0.667 0.000 

1.3.2C  0.091 1.199 0.021 0.0252 0.0061 0.000 1.000 1.000 0.000 

1.3.3C  0.102 1.708 0.014 0.0239 0.0058 0.500 1.000 0.000 0.500 

1.3.4C  0.060 1.128 0.021 0.0237 0.0058 0.000 1.000 1.000 0.778 

1.4C  0.208 1.515 0.050 0.0758 0.0184 0.000 0.000 1.000 1.000 

2.1C  0.208 1.515 0.045 0.0682 0.0166 0.333 0.333 0.000 1.000 

2.2C  1.314 13.838 0.180 2.4909 0.6051 0.089 0.089 1.000 0.000 

2.3C  0.111 1.249 0.030 0.0375 0.0091 1.000 1.000 0.000 0.000 

2.4C  0.196 1.736 0.045 0.0781 0.0190 0.833 0.000 0.517 0.900 

3C  0.172 1.412 0.300 0.4235 0.1029 1.000 0.730 0.000 0.683 

4C  0.657 3.720 0.200 0.7439 0.1807 0.000 1.000 1.000 0.000 

mU       0.206 0.362 0.855 0.133 

 

Table 11: Overall evaluation Um for different values of the
weight modification level α

 

 

  

 
0.0 0.5 1.0 1.5 2.0 2.5 3.0 

1O  0.46 0.40 0.33 0.26 0.21 0.16 0.13 

2O  0.60 0.55 0.50 0.43 0.36 0.30 0.24 

3O  0.58 0.65 0.72 0.79 0.86 0.90 0.94 

4O  0.38 0.32 0.25 0.19 0.13 0.09 0.06 

 

Table 12: Rank reversal verification by suppression of one
option

 

 

 
Original 

mU  
mU  suppressing one option Original 

Position 
1O 2O 3O 4O

0 
 

1U 0.46 X 0.44 0.6 0.45 3 

2U 0.60 0.68 X 0.57 0.58 1 

3U 0.58 0.59 0.58 X 0.56 2 

4U 0.38 0.44 0.39 0.16 X 4 

1 
 

1U 0.33 X 0.32 0.54 0.34 3 

2U 0.50 0.56 X 0.66 0.50 2 

3U 0.72 0.70 0.72 X 0.67 1 

4U 0.25 0.32 0.26 0.14 X 4 

 
Table 13: Rank reversal verification by suppression of two
options

 

 

  
Original 

mU  

mU  suppressing two options 
Original 
Position 1O 2O

 1O 3O
 1O 4O

 2O 3O
 2O 4O

 3O 4O
 

0
 

1U  0.46 X X X 0.58 0.43 0.36 3 

2U 0.60 X 0.83 0.62 X X 0.28 1 

3U  0.58 0.56 X 0.53 X 0.56 X 2 

4U 0.38 0.45 0.15 X 0.16 X X 4 

1 
 

1U  0.33 X X X 0.64 0.34 0.33 3 

2U 0.50 X 0.85 0.52 X X 0.38 2 

3U  0.72 0.67 X 0.60 X 0.65 X 1 

4U 0.25 0.34 0.13 X 0.15 X X 4 

 

5 Conclusions
The proposed method has the following advantages: Weight
compensation becomes part of the automatic evaluation pro-
cess. The scoring rules, including the weight compensa-
tion formulas, can be published in advance (RFP) to ful-
fill the principles of transparency, non-discrimination and
equal treatment required by the public sector. The assigned
weights of the evaluation criteria are automatically adjusted
in relation to the dispersion of values for every criterion in
the proposals, avoiding the loss of resolution and the pos-
sible selection of a non-optimal solution that are present in
the classic approach. The modification of weights in accor-
dance to the dispersion of the values may reduce the risk
of rank reversal. The application of the selected linear for-
mulas give a higher resolution: for a given criterion, the
highest value is assigned to the best option and the lowest
to the worst. The convergence of different types of evalu-
ation in trapezoidal fuzzy numbers, their integration by the
arithmetic mean of trapezoids, and defuzzification by the
centroid function permit the integration of quantitative and
qualitative criteria and provide a more flexible way of evalu-
ation that facilitates the evaluation task. The decomposition
of the evaluation factors in a hierarchy with groups of no
more than four evaluation criteria facilitates the assignation
of weights.
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Nevertheless, the following drawbacks were detected: The
segmentation of the evaluation criteria in groups of four fac-
tors can lead to artificial classifications that may hinder the
assignation of weights. To avoid this problem, weights can
also be calculated using AHP.[37] According to Stilger,[38]

linear formulas that normalize the values may be subject to
rank reversal.

The use of other different formulas and their performance

should be investigated. It should be investigated the pos-
sible integration of the procedure included in the method
proposed by Chen, Yang and Fan[6] for the compensation
of weights in every option to emphasize offers with more
balanced criteria. In that case, there would be two weight
compensations: The one proposed in this paper that incen-
tivizes significant criteria, and another that compensates cri-
teria within each option, to punish unbalanced offers.
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