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Abstract 
The aim of this work is to study the effect of hybridization on the performance of the Artificial Bee Colony (ABC) as a 
recently introduced metaheuristic for solving Resource Constrained Project Scheduling Problem (RCPSP). For this 
purposes, the ABC is combined with a Genetic Algorithm (GA). At the initial time, the algorithm generates a set of 
schedules randomly. The initial solution has been evaluated against constraints, and the infeasible solutions have been 
resolved to feasible ones. Then, the initial schedules are to be improved iteratively using a hybrid method until termination 
condition is met. The proposed method works by integrating the ABC and GA search processes. The GA method updates 
schedules by including the best solutions found by the ABC approach. Next, the ABC method picks the solutions found by 
GA search. The new methodological approach is used by the algorithm to maintain the priorities of the activities in feasible 
ranges. The performance of the proposed algorithm has been compared against a set of state-of-art algorithms. The 
simulation results have demonstrated that the proposed algorithm provides an efficient way for solving RCPSP and 
produce competitive results compared to other algorithms investigated in this work.  
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1 Introduction 
The single mode Resource Constrained Project Scheduling Problem (RCPSP) problem has been studied in this work. The 
RCPSP is known as a NP-hard problem [1]. Different types of algorithms ranging from exact to meta-heuristics have been 
proposed by researchers, and practitioners to tackle the complexities of the RCPSP problems. The exact methods have 
difficulties in solving large-scale RCPSP problems [2]. Hence, the use heuristic and meta-heuristic methods are needed. 
There are different classes of heuristics and meta-heuristics such as; Simulated Annealing (SA), Ant Colony Optimization 
(ACO), Particle Swarm Optimization (PSO), Genetic Algorithms (GA), Bee Algorithms (BA), etc which have been 
successfully used to solve RCPSP problems. The meta-heuristic methods have the ability to solve large-scale RCPSP 
because they provide at least one solution from the start of the algorithm. However, they may trap in local optima that 
result sub-optimal solutions.  
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The previous studies on the heuristics and meta-heuristics demonstrated that these techniques have substantive efficiency 
in solving RCPSP problems. However, it seems that more efficiency may be obtained by hybridization of these techniques. 
This assumption encourages authors to design a hybrid algorithm to solve the RCPSP problems. The success of a hybrid 
methods have roots in the fact that they utilize the advantages of two algorithms. Usually, heuristics and meta-heuristics 
have some positive effects, as well as some drawbacks. However, the use of two or more techniques provides the ability to 
use the advantages to mitigate the drawbacks. Nowadays, different types of hybrid methods have been proposed to solve 
the RCPSP problems. The ANGEL [3], ACOSS [4], Neurogenetic [5], and GA-Hybrid [6] are known as some of 
representative hybrid methods presented in literature.  

The ANGEL method combines ACO, GA, and a local search as a hybrid method [3]. In this method, the ACO generates the 
initial population for the GA. The GA is applied on the population, and the pheromones are updated when better solutions 
obtained by GA. If the GA is terminated, the ACO starts a new search. This process is iterated by the ANGEL until 
termination condition is met. The ACCOS is a hybrid method which works by combining a local search strategy, the ACO 
and scatter search[4]. In this method, the ACO generates the first population. The pheromone trails of the ACO is used by 
the scatter method to improve the solutions. After that, ACO uses the scatter results to update the pheromone set and 
performs a new search. The Neurogenetic was designed as a hybrid of genetic algorithm and neural networks [5]. In this 
method, the search process is based on the genetic iterations for global search and on the neural network for local search. 
The method works by interleaving genetic and neural networks where the best result is generated by the genetic algorithm. 
This result is used by neural network for local search, and the solutions obtained by the neural network are added to the 
genetic population for further search using genetic iterations. GA-Hybrid is another hybrid method that uses peak 
crossover operator for RCPSP [6]. It also uses a local improvement operator which is applied to the generated schedules. 

The study of hybrid methods shows that in most cases, a hybrid approach works by employing two or more search 
methods. Hence, it is possible to provide a framework for hybridizing search methods as shown in Figure 1. The search 

methods pass the solution found by them to each other. The search method	ܵ௫(ܵ௬) first process the knowledge provided by 

the cooperative search method ܵ௬(ܵ௫). The knowledge may be used for updating the solutions of the ܵ௫ (ܵ௬) search 

methods, or it may be used for tuning parameters of the ܵ௫ (ܵ௬) search methods. Usually, a hybrid method such as ACCOS 

and Neurogenetic tries to employ one of their techniques to provide global search while the other(s) act as local search.  

 

Figure 1.A general framework for combination two or more search methods to solve RCPSP problem. 

From Figure 1, it seems that successful methods for RCPSP can be designed by combining two or more consistent search 
methods. This fact encourages designing a new hybrid method. Hence, this work is aimed to propose a new method to 
solve the RCPSP problem. The proposed method called ABC-GA hybridizes; the ABC meta-heuristic with the genetic 
algorithm. The method works by integrating these two techniques. Each technique receives the results of the other one, 
improves them, and returns them. The ABC-GA method has been tested on the single mode RCPSP case studies and 
compared with the other methods proposed in literature. The efficiency of the proposed method is evaluated as the 
outcome of the experiments. 

The remaining of this paper is organized as follows. Section 2 introduces basic concepts of the RCPSP problems. Section 
3 describes the specification of the proposed method. Section 4 presents the benchmarks, experiments, and comparative 
studies. Finally, Section 5 concludes this work. 
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2 Basic Concepts 
The mathematical representation of the single mode resource constrained project scheduling problem is presented here. In 

single mode-RCPSP, it is assumed that there is a project containing ݊  main activities ሼܣଵ, ,ଶܣ … , ,௡ሽܣ  so called 

non-dummy activities and two dummy activities ሼܣ଴,  .௡ାଵሽ, which represent the beginning and the end of the projectܣ

Hence the project has ܣ ൌ ሼܣ଴, ௡ାଵሽܣ ∪ ሼܣଵ, ,ଶܣ … , ܴ renewable resource types ܭ ௡ሽ activities. Also, the project usesܣ ൌ ሼܴଵ, ܴଶ,… , ܴ௄ሽ. The duration of an activity ܣ௝ is denoted as ௝݀. Each activity ܣ௝ needs ݎ௝௞ units of resource ܴ௞ during 

each period of its duration. For the dummy activities ܣ଴ and ܣ௡ାଵ we have ݀଴ ൌ ݀௡ାଵ ൌ 0 and ݎ଴௞ ൌ ௡ାଵ௞ݎ ൌ 0. Using 
these information, the project can be modeled as a precedence graph. For the sake of simplicity, an example of the single 

mode RCPSP problem is given in Figure 2. The beginning activity ܣ଴ and the end activity ܣଽ are dummy activities while 
the other ones represent the non-dummy activities. The RCPSP problem can be modeled as a directed graph, so called 
precedence graph. The nodes of the graph represent the activities and the links between nodes represent the precedence 
constraints. Also, each node has the duration and the required units of each resource type is given. 

Based on the assumptions, the main objective of the RCPSP is to minimize the makespan of the project ܲ with the 

schedule ܵ௡. The minimization process is formulated as follows:  

Minimize the makespan of schedule ܵ௡                                           (1) 

Subject to: 

௟ܵ ൑ ௝ܵ െ ௝݀,			݆ ൌ 1,… , ݊ ൅ 1; 	݈ ∈  ௝,                                           (2)ܯ

where ܯ௝ presents a set of preceding activities of the activity ܣ௝ and ௝ܵis the finish time of the activity ܣ௝. The RCPSP is a 

constraint handling problem. Resource and precedence constraint are known as two main constraints that should be 
satisfied in solving RCPSP problem. Equation 2 shows the precedence constraints between activities, and the Equation 3 
shows the resource constraints.  ∑ ௝௞ݎ ൑ ܴ௞,௝∈ణሺ௧ሻ 				݇ ∈ ሼ1,2, … ,  ሽ,                                                (3)ܭ

Where ߴሺݐሻ represents the resource limitation constraint, and ௝ܵ ൒ 0, ݆ ∈ ሼ1,2, … , ݊ ൅ 1ሽ describes the constraints of 

decision variables.  

Serial and parallel SGS: As described before, the main objective of the RCPSP is to minimize the makespan of the 
project. For this purpose, we need to construct schedules using the activities of the project. Hence, we need to use a 
schedule generation scheme (SGS)[7]. Serial-SGS and Parallel-SGS are two approaches used to generate schedules [7]. The 
Serial-SGS and Parallel-SGS use respectively time-incrementation and activity-incrementation approaches to schedule 

activities of a project. In serial-SGS, a schedule is generated from the list of activities in ݊ stages. One activity is selected 
at each stage and scheduled at the earliest precedence and resources feasible time. Parallel-SGS schedules the activities 
with the feasible precedence and resource at each point of time. Each of the serial-SGS and parallel-SGS has its own 
advantage as well as drawbacks. The parallel SGS may fail in constructing an optimal schedule. However, the parallel 
SGS has the ability to produce schedules of better average quality because it utilizes resources as early as possible. Under 
this way, a more compact schedules may be obtained [4]. Hence, one can select one of them for schedule generation. 
However, it is possible to use both of them. 

Double justification: In recent years, different approaches have been suggested by researchers to obtain better schedules. 
Double justification (DJ) is known as an efficient way for generating better schedules [8]. Double justification is based on 
the right and left justifications. The justification tries to adjust the start time of each activity in scheduling in order to obtain 
better makespan. Usually, the makespan of the justified schedules is shorter than that before justification [9]. The Right 
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(Left) justification is aimed to start the activity as late (early) as possible while the start times of the other activities are 
remained unchanged. In Right justification, all the activities are justified in decreasing order of their finishing times, and in 
the Left justification, all the activities are justified in ascending order of their starting times. In the Right (Left) 

justification, the set of activities ܣ are scheduled in decreasing (increasing) order according to their finish time (start time). 

At each step of the right (left) justification the start time  ݏ௝ of the activity ܣ௝ is adjusted in sequence such that the adjusted 

start time ݏ௝, ൒ ,௝ݏ)௝ݏ ൑ ,௝ݏ ௝) and make theݏ  as large (small) as possible. The justification is finished after all the activities 

have been justified [8][8].  

 

Figure 2.A precedence graph and its corresponding double justifications. 

We can use the right and left justification in order to perform double justification. In double justification, first the right 

justification is performed on the schedule ܵ and a new schedule called ܵோ is obtained. After that the left justification is 

performed on the ܵோ  and a new schedule ሺܵோሻ௅  is obtained. Based on these justification approaches, the double 

justification can be modeled as ܬܦሺܵሻ ൌ ሺܵோሻ௅. The double justification provide the ability to shorten the makespan of 

schedule ܵ using the right and left justifications. Figure2 shows a double justification which is created based on right and 
left justifications. As can be seen from this figure, the makespan of the project is decreased using double justification. 

3 Hybrid RCPSP Solver 
The details of the proposed hybrid algorithm are presented in this section. The hybrid method called ABC-GA works by 
interleaving the ABC [10] and GA [11] phases. The ABC phase acts as a global search while the GA phase is used as a local 
search. The ABC phase tries to find more profitable regions in the search space. These regions may contain schedules with 
smaller makespans. Finding these regions provide the ability for the GA phase to perform local search in a more efficient 
way.  
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The schematic diagram of the ABC-GA algorithm is given in Figure 3. The ABC-GA method receives population size, 

Max_Trial, crossover probability, mutation rate and the project ݆ܲݎ to be scheduled as the input parameters. The algorithm 
starts by initializing the individuals (schedules) of the population. The initialization phase usually returns a set of feasible 
and infeasible schedules. Hence the initial schedules should be checked against the constraints and resolved to feasible 
solutions. After initialization, the main body of the algorithm starts.  

The main body is constituted from ABC and GA phases. The ABC phase updates the solutions using artificial bee colony 
method which was proposed by the Karaboga [10]. In the first step of the ABC phase the previous feasible solutions are used 
in order to compute the feasible boundaries for the priorities of the activities of each schedule. After that the employed and 
onlooker bees are used to generate new schedules using the scenario given in Section 3.2. After sending employed or 
onlooker bees, the boundary checking module is called in order to maintain the priorities of the activities in feasible 
ranges. At each cycle of the algorithm, the stagnant solutions are determined and their solutions are replaced with the new 
random solutions. For this purpose, the scout bees are used. The randomly generated solutions are passed to the constraint 
handling module in order to resolve the infeasible solutions to feasible ones.  

 

Figure 3.Schematic diagram of the proposed ABC-GA algorithm. 

The resultant schedules are passed to the GA phase. The GA phase tries to improve the output of the ABC phase by 
employing the genetic operators such as crossover and mutation. In GA phase, a predefined percentage of the schedules 
are selected as parents and the crossover operation is performed on them. The generated children are compared against 
their parents and if they have better performance, their parents are removed and they are added to the population. The 
crossover is succeeded by the mutation. The updated solutions by the GA phase are returned to the ABC phase and this 
interleaving is iterated cycle by cycle until the termination condition is met. After termination, the best solution found by 
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the algorithm is returned as the final result. The details of the main modules of the ABC-GA algorithm are given in the 
following sub-sections. 

3.1 Initialization 
The ABC-GA algorithm starts with the ݉ solutions being placed randomly in the ݊-dimensional solution space where ݊	 
represents number of the activities to be scheduled. Each solution represent an ݊ -dimensional vector ݔԦ௜ ൌ ሺݔ௜ଵ, ,௜ଶݔ … , ௜௡ሻ where 0ݔ ൑ ௜௝ݔ ൑ 1			∀݆ ∈ ሼ1,2, … , ݊ሽ. Each component of the solution vector represents a priority 

of the corresponding activity in the project. Hence, it can be seen as a priority list. The initialization process is represented 

in Figure 4. This Figure relates to the example introduced in Figure 2. For each of the initial solution vector, a set of  ݊ 
random numbers are generated to show the initial priority of the corresponding activities. After that, these initial priorities 
and their corresponding activities are sorted in descending order. This process may result an infeasible solution. Hence, at 
the next step, the constraint handling process in applied on the initial solution vector in order to obtain a feasible solution. 
For this purpose, the activity which violates the constraints is determined and changed with the next activity with smaller 
priority. After that the constraint handling process is applied on this newly emerged activity list. This process is iterated 
until the infeasible solution is converted to a feasible one. 

 

Figure4.Initialization of an individual in ABC-GA algorithm. 

3.2 ABC Phase 
Initialization phase starts the ABC-GA algorithm. The initialization phase generates a set of schedules which are used by 
the ABC and GA phases to provide new schedules with smaller makespans. The ABC and GA phase are iterated cycle by 
cycle until the termination condition is met. The ABC phase has four steps: 1) compute feasible boundaries, 2) send 
employed bees, 3) send onlooker bees and 4) send scout bees. The details of these steps are described in the following 
sub-sections. The ABC method has been successfully used by the authors to solve the RCPSP problem[12, 13]. The ABC 
phase of the ABC-GA method is based on the works presented in[12, 13]. 

3.2.1 Compute Feasible Ranges 
The first step of the ABC phase tries to compute the feasible ranges of the activities in each of the schedules passed from 
the initialization or ABC phase. These feasible ranges are used after the “send employed bees” and “send onlooker bees” 
steps in order to maintain the priorities of their activities in feasible ranges. The feasible ranges for the activities of an 

activity list ܣ are generated as follows: we start from the beginning of the activity list ܣ and compute the lower bound and 

the upper bound of each activity ܣ௞ ∈  ௦ of theܣ ௥ and the successorܣ For this purpose the immediate predecessor .ܣ

activity ܣ௞ are selected in the list. The corresponding priorities of ܣ௥ and ܣ௦ are used to compute the possible range for the 

priority value of activity ܣ௞. Under this way, the lower bound and upper bound of the feasible priority for the activity ܣ௞ 

are set at ௦ܲ ൅ ௉ೖି௉ೞଶ  and ௞ܲ ൅ ௉ೝି௉ೖଶ  respectively, where ௞ܲ, ௥ܲ, and ௦ܲ represents the corresponding priority values of the 

activity ܣ௞, predecessor activity ܣ௥, and the successor activity ܣ௦. The new priority of each activity ܣ௞ ∈  is selected ܣ
from the following range: 
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௞ܲ ∈ ቂ ௦ܲ ൅ ௉ೖି௉ೞଶ , ௞ܲ ൅ ௉ೝି௉ೖଶ ቃ                                                               (4) 

For the activity with no predecessor (successor), its lower bound (upper bound) is set at 0 (1). Consider the following 

example: it is assumed that the activity list Π୧ and its corresponding priority list PనሬሬԦ is given as shown in Figure 4. The 
priority values and new lower bound and upper bound for each activity list are computed as follows: Since the immediate 

successor ܣଵ  is ܣ଺and there is no predecessor, we have ௝ܲ,ଵ ∈ ቂ ௝ܲ,଺ ൅ ௣ೕ,భି௣ೕ,లଶ , 1ቃ ൌ ቂ0.31 ൅ ଴.ହସି଴.ଷଵଶ , 1ቃ ൌ ሾ0.42,1ሿ . 
Similarly, the same scenario is repeated for all the activities, as given below. 

௝ܲ,ଵ ∈ ൤0.31 ൅ 0.54 െ 0.312 , 1൨ ൌ ሾ0.42,1ሿ	, ௝ܲ,ହ ∈ ൤0, 0.69 ൅ 0.86 െ 0.692 ൨ ൌ ሾ0,0.77ሿ 
௝ܲ,ଶ ∈ ൤0.89 ൅ 0.95 െ 0.892 , 1൨ ൌ ሾ0.92,1ሿ	, ௝ܲ,଺ ∈ ൤0.03 ൅ 0.31 െ 0.032 , 0.31 ൅ 0.54 െ 0.312 ൨ ൌ ሾ0.17,0.42ሿ 

௝ܲ,ଷ ∈ ൤0.69 ൅ 0.89 െ 0.692 , 0.89 ൅ 0.95 െ 0.892 ൨ ൌ ሾ0.79,0.92ሿ	, ௝ܲ,଻ ∈ ൤0,0.03 ൅ 0.31 െ 0.032 ൨ ൌ ሾ0,0.17ሿ 
௝ܲ,ସ ∈ ൤0, 0.48 ൅ 0.54 െ 0.482 ൨ ൌ ሾ0,51ሿ	, ௝ܲ,଼ ∈ ሾ0, 1ሿ ൌ ሾ0,1ሿ 

In this approach, the newly emerged activity lists are feasible. The lower bound and upper bound of each dimension of the 

search space is defined as ݈ܾ ൌ P୧,ୱ ൅ ୮౟,ౡି୮౟,౩ଶ 	and ub ൌ P୧,୩ ൅ ୮౟,౨ି୮౟,ౡଶ  . Hence the value of each element must be limited to 

 .ሿܾݑ	,ܾ݈]
3.2.2 Send Employed Bees 
The ABC phase involves employed, onlooker and scout bees to improve previous schedules. For this purpose, the ABC 
phase needs to evaluate the fitness of its individuals. Hence, one of the scheduling scheme described in Section 2 is used 
here. The ABC-GA method uses both the serial and parallel scheduling in order to use their advantages. Under this way, a 

random real number rୗୋୗሺ0 ൑ rୗୋୗ ൑ 1ሻ is used to select the type of SGS which is used to construct the schedule. This 
random number is used as follows: 

SGS ൌ ൜ Serial െ SGS									if	rୗୋୗ ൑ 0.5	Parallel െ SGS							if	rୗୋୗ ൐ 0.5			                                           (5) 

The random rୗୋୗ generated for a given individual is used to decide the type of schedule that should be used. The SGS 
helps the method to evaluate the fitness of an individual. The fitness of the individual is defined as the makespan of the 
schedule. Beside the serial/parallel scheduling, the ABC-GA method uses the double justification in order to obtain better 
performance. 

By generating the schedules for the individuals and computing their fitness, the movement patterns are used by the ABC 

phase in order to generate new schedules. The first pattern is used by the employed bees. An employed bee ݅ selects 
another employed bee as its neighbor in order to optimize the current schedule. After that the solution found by the 

employed bee݅ is replaced by the new solution suggested by equation (6) if the new solution has better performance: 

௜,௧ାଵݔ ൌ ቊݔ௜,௧ ൅ ௜,௧ݔ௜൫ݎݓ െ ௜,௧ାଵ൯ݔ݂݂݅൫			௞,௧൯ݔ ൒ ݂൫ݔ௜,௧൯ݔ௜,௧																																				݂݅	݂൫ݔ௜,௧ାଵ൯ ൏ ݂൫ݔ௜,௧൯                      (6) 

where	ݔ௜,௧ and ݔ௜,௧ାଵ respectively represent the current and next position of the solution ݅. The randomly chosen index ݇ ∈ ሼ1,2, … , ݅ െ 1, ݅ ൅ 1,… , ሽݎܾ݁݉ݑܰ݀݋݋ܨ  represents the neighbor solution. The function ݂  shows the fitness of a 
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solution provided by the algorithm. The fitness of a solution is computed based on the makespan provided by that solution. 

Finally, െ1 ൑ ௜ݎ ൑ 1 is a random coefficient and ݓଵ is a weight which controls the importance of the neighbor solution.  

The first movement pattern given in Equation 6, helps the employed bees to update their positions. The new position of an 
employed bee may return an infeasible solution. To solve this problem, the new solutions generated by the employed bees 
are passed to a boundary checking module. This module uses the approach described in Section 3.2.1 for maintaining the 

priorities of activities in feasible ranges. More precisely, the corresponding priority list of the activity list ܣ which is 
presented by an employed bee is considered.  

3.2.3 Send Onlooker Bees 
The second movement pattern is used by the onlooker bees. An onlooker bee follows one of the solutions found by the 

employed bees as its own leader. It uses the roulette wheel approach to selects an advertised solution ݇ with the following 
probability: 

௞݌ ൌ ௙ሺ௫Ԧೖሻ∑ ௙൫௫Ԧೕ൯ಷ೚೚೏ಿೠ೘್೐ೝೕసభ                                                                          (7) 

After selecting the leader solution, the onlooker bee updates its position using the same approach used by the employed 

bee. The only difference is that the onlooker bees use different value for the weight 	ݓ. Under this probabilistic way, all the 
employed bees share their knowledge with onlooker bees. However, the employed bees with better performances have 
more chances to be selected by the onlooker bees. Similar to the employed bees, the feasibility of new schedules produced 
by the onlooker bees are investigated. For this purpose, the boundary checking is applied in order to maintain the priorities 
in the feasible ranges. 

3.2.4 Send Scout Bees 
The third movement pattern which is given in Equation 8 is used by the scout bees. At each cycle, the ABC phase evaluates 
the solutions to check if they should be abandoned or not. If a solution could not improve itself after predefined number of 
iterations (Max_Trial), it is abandoned and be replaced by a new randomly generated solution if the new solution has better 
performance. The abandoned solution is updated as follows: 

௜ௗ,௧ାଵݔ ൌ ቊ݀݊ܽݎሺ1ሻ				݂݂݅൫ݔ௜,௧ାଵ൯ ൒ ݂൫ݔ௜,௧൯ݔ௜ௗ,௧											݂݂݅൫ݔ௜,௧ାଵ൯ ൏ ݂൫ݔ௜,௧൯ ,                                     (8) 

where ݀݊ܽݎሺ1ሻ returns a random number between 0 and 1. After reinitializing the scout bee, the constraint handling is 
performed in order to obtain a feasible solution. 

3.3 Genetic Phase 
The proposed ABC phase is succeeded by the genetic phase. The produced schedules by the ABC phase are passed to the 
genetic phase in order to obtain new schedules with smaller makespans. The genetic algorithms are based on two main 
biological mechanisms: crossover and mutation. The genetic algorithms have been widely used by researchers to solve the 
RCPSP problems [14-17]. In the present research, a modified version of the genetic algorithm proposed by Hartman [17] is 
deployed. 

3.3.1 Crossover 
The crossover operator proposed by Hartman [17] is used as follows. First, a 1 ൈ ݊ binary vector ሺݔଵ, ,ଶݔ … , ௜ݔ ௡ሻ withݔ ∈ ሼ0,1ሽ is generated, where ݊ represents the number of non-dummy activities to be scheduled in the project. The value 

of each component ݔ௜ is randomly generated using a random generator with uniform distribution. Second, the produced 
binary vector is used by the algorithm to generate new solutions from the current population.  
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Figure 5 shows the scheduling generation process. First, two schedules from the current population are selected randomly 
based on the crossover probability. These two schedules are referred as father and mother. The sequence of activities in 
father and mother schedules determines the schedules inherited by the children. The random binary vector is used to 

generate two children which are called daughter and son. Each position ݅ ∈ ሼ1,2, … , ݊ሽ of the daughter’s schedule will be a 

copy of the ݅-th position of her mother if ݔ௜ ൌ 0 while this position will be a copy of the corresponding position in her 

father activity if ݔ௜ ൌ 1. The reverse process is used to generate the son’s schedule. In the son’s schedule, each position ݅ ∈ ሼ1,2, … , ݊ሽ will be a copy of the ݅-th position of his father if ݔ௜ ൌ 1 while this position will be a copy of the 

corresponding position in his mother activity if ݔ௜ ൌ 0. In the priority list representation, as no position can be repeated, 

the daughter’s vector is filled with the first available position of its mother if ݔ௜ ൌ 1 and with the first available position of 

its father if ݔ௜ ൌ 0.		The similar way is used to construct the son’s vector. 

 

Figure 5.Using uniform crossover for generating new solutions from the current population. 

As can be seen, this process is iterated ݊ times for generating daughter or son schedule. At each step of this process, after 
selecting an activity from the mother (father) and copying this activity to the daughter or son schedule, the corresponding 
schedule in father(mother) is removed. This is occurred due to the constraint that each activity should be considered one 
time in each schedule. Also in this process, the associated priority value of each activity which is copied to the son or 
daughter schedules is copied. By generating, the new schedules, the ABC-GA algorithm replaces the parent schedules 
with the children if the children have better fitness compared to their parents.  

For the sake of more clarity, the scheduling process in Figure 5 is considered. In this example, the randomly generated 

vector is ܺ ൌ ሺ0,1,1,0,1,0,0,1ሻ. The process considers ݔଵ ൌ 0. Due to the zero value of first position in the random vector, 

the first available activity (i.e. ܣଵ) from the mother’s activity is selected and copied to the first position of the daughter’s 

activity. Also the corresponding priority value 0.97 is copied. Next, the activity ܣଵ is removed from the mother and father. 

The second position in the random vector is 1. Hence, ܣଶ and its corresponding priority from the father is copied to the 

daughter’s schedule and then it is removed from the parent schedules. Next, due to ݔଷ ൌ 1, the third position of the 

daughter’s schedules is filled by ଼ܣ . In a similar way, due to ݔସ ൌ 0 ହݔ , ൌ 1 ଺ݔ , ൌ 0 ଻ݔ , ൌ 0  and ଼ݔ ൌ 1 , the 

corresponding positions in the daughter’s schedules are filled by ܣଷ, ܣ଺,ܣହ, and ܣ଻which are selected from the father 
mother, mother, and father correspondingly. The similar approach is used to generate the son schedule. 

The uniform crossover operator results two new child schedules from the parent schedules. After generating each 
schedule, the algorithm should investigate its feasibility. An interesting characteristic of the crossover operator is that the 
newly generated schedules are always feasible and the ABC-GA algorithm doesn’t need to investigate them against the 
constraints. Hence, the algorithm need not further time to check the schedules against the constraints.  
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3.3.2 Mutation 
The crossover operator has the main role in generating new schedules in the GA phase. However, a mutation crossover is 
also used here in order to provide appropriate level of diversity throughout the execution of the algorithm. The mutation is 

performed with the mutation probability ݎ௠. The mutation process is performed as follows: first a random number ݎ is 

generated. If ݎ ൏  ௣ isݎ ௠ then an schedules is selected randomly in order to mutate one of its position. A random positionݎ

selected and its corresponding priority value is randomly modified.  

3.4 Termination 
The proposed method terminates after generating a predefined number of schedules. After termination, the schedule with 
minimum makespan obtained by the population is returned as the output. 

4 Experiments 
It seems that the proposed algorithm is a good compromise which utilizes the potentials of ABC and genetic algorithms. A 
set of experiments are conducted in order to investigate the performance of the proposed hybridization. The experiments 
are divided in two categories. The first category evaluates the proposed method in comparison with the bee algorithms 
proposed by the authors in their previous works [12, 13] in terms of success rate. The second category investigate the 
performance of the proposed method against other bee algorithms in terms of average deviation.  

The Single Mode Data Sets cases given in PSPLIB library [18] are used here to compare the proposed algorithm with other 
state-of-art algorithms. This library contains benchmarks with j30, j60, j90, and j120 case studies. The numbers of 
schedules are chosen at 1000, 5000 and 50000, and a total of 10 runs for each experimental setting are conducted. The 
proposed algorithm is evaluated under the configuration given in Table 1. The values of the parameters are determined 
based on our empirical studies.  

4.1 Comparison with Bee Algorithms 
Our previous studies on the bee algorithms[12][12, 13] showed that this type of meta-heuristics have the ability to provide 
good result on the RCPSP problems. In this experiment, the main objective is to study the effect of the genetic algorithm 
on the performance of the standard ABC algorithm. For this purpose, a set of experiments have been conducted to verify 
how many cases of PSPLIB library can be solved by the hybrid of ABC and genetic algorithm. In this experiments, the 
algorithms try to find optimal solution or lower bound solution. We refer to the percentage of the instances that an 
algorithm capable to find their optimal solutions or lower bounds as the success rate. Finding the optimal solution or the 
lower bounds means that an algorithm successfully solve that instance. The success rate is defined as (N/M)*100, where N 
is the number of instances successfully solve by an algorithm and M is the total number of instances in each case study.  

Table 1.Settings of the parameters 

Parameter Value ࢝ for employeds  0.8 ࢝ for onlookers 1.2 

Max_Trial 5 
Crossover probability 0.6 

Mutation probability 0.05 
Population size 35 

In addition to the success rate, another measure called the average percent deviation is used here for comparison. This 
measure is defined as the average of (A-CPM)*100/CPM over the set of instances in a case study, where A shows the 
makespan found by an algorithm on an instance and the CPM is the length of the schedule in which every activity is 
scheduled as early as possible without considering the resource restrictions. 
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(a) j30 case study (b) j60 case study 

  

(c) j90 case study (d) j120 case study 

Figure 6. Average success rates of the proposed method in comparison with other variants of ABC method for j30, j60, 
j90, and j120 case studies. 

The average percentage of the instances in the j30, j60, j90, and j120 case studies which are solved successfully by the 
investigated algorithms are given in Figure 6. The vertical axis shows the success rate and the horizontal one shows the 
number of schedules produced by an algorithm before termination. From the results, it can be seen that the proposed 
hybridization has positive effect on the standard ABC algorithm. The proposed hybrid method has the ability to find more 
optimal solutions. 

The first experiment shows the superiority of the hybrid method in term of the success rate. In the second experiment, the 
average standard deviation is considered. Tables 2-4 show the average deviation of the investigated algorithms on j30, j60, 
and j120 case studies after 1000, 5000, and 50000 schedule generation. Similar to the first measure, better performance 
may be obtained by using the ABC in conjunction with the genetic algorithm. The performance depends on the search 
process used by the proposed algorithm. The ABC-GA algorithm works by interleaving global and local searches. The 
ABC phase works a global search technique and the genetic algorithm acts as a local search. In one hand the global search 
provide the ability to consider a large part of search space and navigate the algorithm towards regions which contain better 
solutions. In other hand, the local search helps the algorithm to pay more attention on the neighbor solutions. Apart from 



www.sciedu.ca/air                                                                                        Artificial Intelligence Research, December 2012, Vol. 1, No. 2 

ISSN 1927-6974   E-ISSN 1927-6982 196

the local and global searches, our empirical study showed that the serial/parallel scheduling provide better performance in 
comparison with serial or parallel scheduling. 

Table 2.Average deviation (%) from optimal makespan for j30 case study. 

j30 Algorithm 1000  5000  50,000 

1 ABC- GA, FBI 0.25 0.15 0.02 
2 BA-FBI 0.42 0.19 0.04 
3 BSO-FBI 0.45 0.22 0.07 
4 ABC-FBI 0.47 0.28 0.09 
5 BA 0.63 0.33 0.16 
6 BSO 0.65 0.36 0.17 
7 ABC 0.98 0.57 0.20 

Table 3.Average deviation (%) from critical path lower bound for j60 case study. 

J60 Algorithm 1000  5000  50,000 

1 ABC- GA, FBI 11.80 11.38 10.90 
2 BA-FBI 12.55 12.04 11.16 
3 BSO-FBI 0.45 0.22 0.07 
4 ABC-FBI 12.61 12.24 11.23 
5 BA 13.35 12.83 12.41 
6 BSO 13.67 12.70 12.45 
7 ABC 14.57 13.12 12.53 

Table 4.Average deviation (%) from critical path lower bound  for j120 case study. 

J120 Algorithm 1000  5000  50,000 

1 ABC- GA, FBI 35.86 34.37 33.14 
2 BA-FBI 37.72 36.76 34.55 
3 BSO-FBI 37.84 36.51 34.86 
4 ABC-FBI 37.85 36.82 35.02 
5 BSO 41.18 37.86 35.70 
6 BA 40.38 38.12 36.12 
7 ABC 43.24 39.87 37.36 

4.2 Discussion 
In general,  the results demonstrate that the ABC method has good performance on the RCPSP problem. The ABC method 
has the ability to be integrated with some other algorithms, such as genetic algorithms, in order to provide more efficiency 
in solving hard problems, such as RCPSP. Hence, in this work, the ABC method is integrated with the GA, and a new 
method called ABC-GA is emerged. The results showed that the ABC-GA method utilizes the efficiency of genetic 
algorithms along with the ABC in order to provide better results compared to the ABC and the other bees algorithms. The 
present research showed that the ABC has the ability to hybridize with the other heuristic, meta-heuristic, and local search 
methods in order to obtain better solutions. 

5 Conclusions 
A new hybrid method for solving resource-constrained project scheduling problem has been proposed in the present work. 
The method iteratively updates the initial arrangements of activities using an adaptive decision making process. The 
method utilizes potentials of both the ABC and GA methods. The ABC-GA integrates the ABC and GA in two phases for 
each cycle. Each cycle starts by the ABC phase. The schedules obtained by the ABC phase are passed to the GA phase. In 
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GA phase, new schedules are generated by applying the GA operators. After that, the results of GA phase are passed to 
ABC phase, and the next iteration starts. The performances of the proposed method have been investigated on a set of 
well-known benchmarks. The overall performance showed that the proposed method provides high efficiency in solving 
RCPSP problem, and better performance can be obtained by integrating ABC and GA.  
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