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Abstract 

This paper uses panel data estimations to examine the link between customer satisfaction and profitability. In so 
doing it controls for the existence of firm-specific effects which may impact on overall performance and thus gives a 
more rigorous estimate of the relationship between these two variables. The use of a dynamic estimation also 
provides important insights into issues relating to causality. 
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1. Introduction 

The existence of a link between customer satisfaction and business performance is a central premise of modern 
marketing. Theoretical frameworks to explain this link are well established and there is a growing body of evidence 
which provides qualified support for the relationship. Most empirical studies rely on cross sectional data and thus 
have limited ability to control for firm-specific effects. This paper reports the results of a new analysis of the 
satisfaction-profitability relationship using panel data which, it is argued, provides a more rigorous test of the 
relationship between the two variables. In addition, by using dynamic panel techniques it is possible to provide 
further insight into issues relating to causality. The paper begins with a discussion of the modeling issues associated 
with the satisfaction-profitability relationship. This is followed with a brief discussion of estimation, after which the 
results and conclusions are presented. 

2. Backgrounds 

Research to date has provided only qualified support for the existence of a link between customer satisfaction and 
profitability (see for example Anderson and Fornell 1994; Oliver, 1997, Ittner and Larcker, 1998; Yeung and Ennew, 
2000). Whether this genuinely reflects ambiguity concerning this relationship or whether it is due to measurement 
difficulties is more open to debate. Thus far, the majority of empirical studies have relied on cross sectional analysis. 
Time-series evidence does exist: Fornell et al.’s (2010), Ramasamy and Yeung’s (2010) and Yeung et al. (2013) 
tested the effects of the customer satisfaction index on consumer spending in US and several European countries. 
Nevertheless, where data is collected regularly (as with customer satisfaction barometers/indices), the relevant 
information is, in principle, available over time – ie as a panel. Using panel data estimation can provide additional 
insights into the satisfaction-profitability relationship and greater rigour in testing the relationship. Such an important 
feature has not been demonstrated by previous studies. 

Statistically, panel data estimations have a number of advantages. Panel data models do everything that is possible 
with a time series model while also controlling for individual-specific, time-invariant variables and addressing 
unobserved heterogeneity among firms. Panel data has more variability and less collinearity than is typical of 
cross-section or time-series data which results in more reliable estimates. By pooling information from multiple 
observations on the same unit, estimation efficiency can be increased (Greene, 1993). The use of panel data in 
estimating common relationships across firms is particularly appropriate for the current research agenda because it 
allows the identification of firm-specific effects that control for missing or unobserved variables (Judson and Owen, 
1997). In other words, such estimations provide an opportunity to reduce the effects of omitted variables and control 
for observation-specific effects, thus mitigating some of the problems associated with unobserved heterogeneity 
which may have affected earlier research.  

This latter, statistical, advantage of panel data estimation has important theoretical implications. Customer 
satisfaction is often identified as a primary ‘strategic variable’ which firms must address in order to enhance 
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performance (e.g. Weber, 2002; Hoque, 2002; Annacker and Hildebrandt, 2002). However, it is recognized that 
performance may also be influenced by a variety of other factors including industry competitive environment and 
firm specific factors such as management skill, firm size, resources, assets and competencies and even luck (Caves 
and Ghemawat, 1986, Teece, 1982; Wernerfelt, 1984). For example, Rumelt (1991), using the PIMS data, found that 
8% of dispersion in firms performance can be explained by industry-factors but 40% of dispersion in firm 
performance can only be explained by firm-specific effects.  

Thus, profitability may be driven by both firm specific effects and strategic variables such as satisfaction. As these 
strategic variables often correlate with firm-specific variables, their effects can be difficult to disentangle. A failure to 
control for unobserved (firm-specific) factors may result in biased estimates of the impact of strategic variables 
(Jacobson, 1990). Ideally, any analysis of business performance should specifically address these unobservable 
factors (Annacker and Hildebrandt, 2002). Without the appropriate modeling tools, it is difficult to distinguish the 
effects of customer satisfaction from other strategic variables. Where this information is not available, but data is 
collected over space and time, the ability of panel data estimation to control for firm-specific effects, makes it 
particularly suited for the analysis of the satisfaction-profitability relationship (Ailawadi et al, 1999). With the 
presence of the aforementioned theoretical and methodological issues, there are strong needs to test the following 
hypothesis: H1: customer satisfaction is positively related to internal profitability measures, even firms’ 
heterogeneities are controlled for; H2: customer satisfaction provides value-valevance information in determining 
market value or stock prices, even firms’ heterogeneities are controlled for. The selected modeling techniques also 
allow us to address causality issue in the Granger sense. That is, H3: customer satisfaction granger causes firms’ 
profitability. 

3. Method 

Data for the analysis were collected from two sources - the American Customer Satisfaction Index (ACSI available 
on-line) and Thomson Banker One. Given the limitations associated with the use of organisations’ own data (Ittner 
and Larcker, 1996), and the cost of collecting primary data for a large scale, longitudinal study, the ACSI was 
identified as the most appropriate source of satisfaction data. Thomson Banker One was chosen because it provided 
an extensive range of information on both internal performance measures (profitability ratio: gross profit ratio, net 
profit ratio, return on assets) and external performance measures (stock return and market value). The data period of 
interest was from 1995-2005 because ACSI data across firms for this period were constructed based on the same 
conceptual model, whereas variable components were introduced to cater for individual sectoral characteristics after 
this period. ACSI is constructed based on a thorough analysis of theory and implementation of best practice 
methodlogy of data collection, measurement and analysis. It uses survey data, collected by telephone interviews, to 
create latent variable, e.g., customer expectations, perceived product quality, perceived service quality and perceived 
value to computer the customer satisfaction measurement. It was modified from the first uniform national 
measurement instructment for customer satisfaction and customer loyalty in Sweden-the Swedish Customer 
Satisfaction Barometer. The selection of internal and external measures was based on Yeung and Ennew (2001), 
Yeung and Ennew (2001), Yeung et al. (2001) and Yeung and Ramasamy (2008). 

Each of the three internal performance measures of firm is regressed on customer satisfaction to examine the 
contemporaneous effect of customer satisfaction on profitability (Model 1 to 3of Table 1). Next, the price and return 
models (Model 4 and 5 of Table 2) are fitted to examine the value-relevance of customer satisfaction. The original 
idea of fitting the price and return model was to examine the value-relevance of accounting information to the stock 
market (see Amir et al., 1993; Chen et al., 2001; Eason and Harris, 1991). The return model provides information 
about whether an accounting amount is promptly reflected in changes in value over the return period, while the price 
model indicates whether an accounting amount is value relevant with respect to its association with firm value (Barth 
et al., 2001; Chen and Wang, 2004) Entering customer satisfaction as an independent variable into the two models 
allows us to examine if customer satisfaction provide new or incremental information to the stock market. The price 
and return models used by Ohlson (1995) and Chen et al (2001) are employed here. 

In estimating these panel data models, two basic estimation methods are available, namely the fixed effects (FE) and 
the random effects (RE) models. In a FE model, the regressors may be correlated with observation-specific and time 
effects. In a RE model, the observation-specific effects are assumed to be random and uncorrelated with the 
regressors. Two popular test statistics are used to validate the assumptions and guide the selection of estimation 
methods. Breusch and Pagan’s Lagrange multiplier test (LM) statistic is used to assess whether the data may be 
treated as pooled (estimate with OLS) or whether panel data estimation is required. Hausman’s specification test is 
used to guide the choice between FE and RE when panel estimation is to be used. Note that two ways effects models 
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are estimated in which the time effects are taken into accounted. 

Additionally, in order to further examine the lagged effect of customer satisfaction on profitability and to test the 
present of causality in the customer satisfaction-profitability relationships. A second set of models (Model 6 to 8 of 
Table 3) that are estimated in the form of dynamic panel data models are considered. In these models, profitability 
measure of firm i at time t is regressed on its own lagged value (e.g. profit at t-1) as well as lagged customer 
satisfaction. This specification provides a typical test for causality, defined by Granger (1969, p428) as “Xt is causing 
Yt if we are better able to predict Yt using all available information than if the information apart from Xt had been 
used”. Since the notion of ‘all available information’ is not easy to define, Granger’s suggestion that Yt should be 
regressed on its own lags and a set of lagged Xt(s) has became the norm. If the coefficient(s) on the lagged Xt(s) are 
statistically significant, then one could conclude that Xt is granger cause Yt. Introducing a lagged dependent variable 
as a regressor creates a number of problems due to the fact that the lagged dependent variable and the error term are 
correlated, which renders standard estimators (e.g. FE and RE) of panel data biased. As an alternative, this study 
adopts the 2-step GMM-type estimation approach of dynamic panel data modeling suggested by Arellano and Bond 
(1991). Again, the price and return models are refitted in the manner of dynamic panel data (Model 9 and 10 of Table 
4). 

4. Results 

The analysis proceeded by first estimating the LM test statistics to assess the suitability of OLS. For model 1 to 3 
reported in Table 1, all the LM statistics were significant at the 1% level, which implies that panel data estimations 
are preferable over OLS. The Hausman test was used to guide the choice between FE and RE estimations. In this 
case, the null hypothesis (RE is preferred over FE) is not rejected at the 5% significance level, suggesting that the 
random effects procedure is more appropriate for the estimations. Collectively, the coefficients of CS in the three 
fitted models are statistically significant (p<0.05), confirming the present of contemporaneous relationship between 
customer satisfaction and profitability. Note that the reported R2s for RE estimations are necessarily smaller than for 
other estimator (Verbeek, 2004) and should not be interpreted as the usual R2 estimated by OLS. Especially, R2s 
have little statistical meaning in the case of dynamic panel data model. One should be focused on the significance of 
the coefficients. 

Table 1. Profitability Ratioit = f(Customer Satisfactionit) 

Dependent Variable Specifications Intercept CS Goodness-of-Fit  

Model 1: Random Effects  -26.448*** 0.460*** R2 = 0.049 

Gross profit ratio Hausman = 0.06  6.917 0.091 s2 = 196339 

(N=1218) LM = 640.08*** (0.000) (0.000)  

     

Model 2: Random Effects  -31.240*** 0.480*** R2 = 0.037 

Net profit ratio Hausman = 0.77  7.026 0.093 s2 = 232097 

(N=1217) LM = 156.45*** (0.000) (0.000)  

     

Model 3: Random Effects  -17.891*** 0.321*** R2 = 0.080 

Return on assets Hausman = 2.27 4.176 0.055 s2 = 84246.1 

(N=1193) LM = 156.22*** (0.000) (0.000)  

*Significant at 10% level. **Significant at 5% level. ***Significant at 1% level. N: number of observations 

included. 
Turning to the price (model 4) and return (model 5) models which are reported in Table 2, the corresponding LM 
statistics and Hausman test statistics guided us to estimate the two models by the fixed effects procedure. The 
coefficients of CS are significant and insignificant in the price and return model, respectively. This is a sign that 
customer satisfaction is value relevant with respect to its association with firm value and confirmed that customer 
satisfaction measures could provide some incremental information to the stock market. 
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Table 2. Price and Return Models 

Model 4: Price Model: MVit = i + 1[CSit] + 2[NIit] + 3[BVit] + it 

Dependent 

Variable 

Specifications Intercept CSit NIit BVit Goodness 

-of-Fit 

MVit Fixed Effects -10.717 0.483*** 0.885*** 0.335*** R2 = 0.669 

(N=1087) H = 49.29*** 9.999 0.133 0.140 0.034 s2 = 93602.232 

 LM = 1030.53*** (0.284) (0.000) (0.000) (0.000)  

       

Model 5: Return Model: RETit = i + 1[CSit] + 2[Eit/Pit-1] + 3[Eit/Pit-1] + it 

Dependent 

Variable 

Specifications Intercept CSit Eit/Pit-1 Eit/Pit-1 Goodness 

-of-Fit 

RETit Fixed Effects -48.125 0.816 23.773*** -2.271 R2 = 0.207 

(N= 1069) H = 13.70*** 41.948 0.555 4.769 3.987 s2 = 1564411.982 

 LM = 378.96*** 0.251 0.141 0.000 0.569  

       

MVit: market value of equity per share of firm i at t; CSit: customer satisfaction of firm i at t; NIit: net income per 
share of firm i at t; BVit: book value of equity per share of firm i at t; H: Hausman test; RETit: cumulative stock 
return of firm i at t; CSit: customer satisfaction of firm i at t; Eit/Pit-1: earning per share over beginning price of firm i 
at t; Eit/Pit-1: change in earning per share over beginning price of firm i at t*; Significant at 10% level. **Significant 
at 5% level. ***Significant at 1% level. 

Table 3. Profitability Ratioit = f(Profitability Ratioit-1,Customer Satisfactionit-1) 

Dependent Variable 

(DV) 

Specifications Intercept Lagged DV CSit-1 Goodness 

-of-Fit  

Model 6: Sargan = 73.18 0.107 -0.047*** 0.271*** R2 = 0.107 

Gross profit ratioit AR(1) = -2.47** 0.345 0.005 0.020 s2 = 13.182 

(N=967) AR(2) = 0.87 (0.002) (0.000) (0.000)  

      

Model 7: Sargan = 73.66 0.168*** -0.083*** 0.242*** R2 = 0.216 

Net profit ratioit AR(1) = -1.86* 0.389 0.001 0.194 s2 = 18.119 

(N=966) AR(2) = 0.03 (0.000) (0.000) (0.000)  

      

Model 8: Sargan = 87.53** -0.147 0.152 0.299 R2 = 0.063 

Return on assetsit AR(1) = -1.79* 0.020 0.001 0.010 s2 = 8.893 

(N=946) AR(2) = 1.44 (0.000) (0.000) (0.000)  

      

*Significant at 10% level. **Significant at 5% level. ***Significant at 1% level. 

 

In the further analysis, dynamic panel data models are fitted. The dependent variables were regressed on its own lag 
as well as the lagged independent variables. The fitted models of lagged effects of customer satisfaction on 
profitability ratio are reported in Table 3. The fitted model of lagged effects of customer satisfaction on price and 
return are reported in Table 4. Note that Arellano and Bond (1991)’s estimation approach requires data 
transformations to eliminate the firm effects leading us to estimate the differenced equation. Estimating such 
differenced models also avoided the problem of spurious or nonsense regression. To diagnose the specifications of 
the model, Sargan (1964) test of overidentifying restrictions to test the validity of the instruments is employed. To 
test the consistency of estimators, we test if the differenced residuals are evidence of significant negative first-order 
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serial correlation and insignificant negative first-order serial correlation. In other words, roughly speaking, a dynamic 
panel data model is said to be correctly specified if it satisfy the following three conditions: it does not reject the null 
hypothesis of the validity of instruments; it rejects the null hypothesis of no first-order serial correlation in the 
differenced residuals; it does not reject the null hypothesis of no second-order serial correlation in the differenced 
residuals (see Doornik and Hendry, 2001, pp. 69).  

 

Table 4. Profitability Ratioit = f(Profitability Ratioit-1,Customer Satisfactionit-1) 

Model 9: Differenced Price Model: MVit = i + 1[CSit-1] + 2[NIit-1] + 3[BVit-1] + it 

Dependent 

Variable (DV) 

Specifications Intercept Lagged 

DV 

CSit-1 CSit-1 NIit-1 Goodness 

-of-Fit 

Priceit Sargan = 87.27** 0.638*** 0.526*** 0.422*** 0.279* -0.321*** R2 = 0.019 

(N=867) AR(1) = -4.021*** 0.235 0.080 0.159 0.162 0.068 s2 = 11.034 

 AR(2) = 0.2138 0.007 0.000 0.008 0.084 0.000  

        

Model 10: Differenced Return Model: RETit = i + 1[CSit-1] + 2[(Eit-1/Pit-2)] + 3[(Eit-1/Pit-2)] + it 

Dependent 

Variable (DV) 

Specifications Intercept Lagged 

DV 

CSit-1 (Eit-1/Pit-2

) 

(Eit-1 

/Pit-2) 

Goodness 

-of-Fit 

Returnit Sargan = 75.23 -2.428*** -0.066 1.319** -73.405**

* 

42.711*** R2 = 0.216 

(N=847) AR(1) = -4.019*** 0.765 0.068 0.639 7.819 9.363 s2 = 52.264 

 AR(2) = -0.413 (0.002) (0.331) (0.039) (0.000) (0.000)  

        

: first difference operator; *Significant at 10% level. **Significant at 5% level. ***Significant at 1% level. 
 

Only model 6, 7 and 10 satisfied the conditions described above at the 10% significance, leading us to drop model 8 
and 9 from interpretation. In the fitted model 6 and 7 displayed in Table 3, the coefficients of the differenced 
customer satisfaction are positive and very significant. In other words, there is a sign of existence of causality from 
customer satisfaction to profitability. In the fitted model 10 displayed in Table 4, that is the return model, the 
coefficients of the differenced customer satisfaction are positive and very significant. Again, this is a sign of 
existence of causality from customer satisfaction to return. Collectively, the lagged effects of customer satisfaction 
on both internal and external profitability are positive and statistical significant. 

5. Discussion 

This paper has used panel data estimation to provide further evidence on the relationship between customer 
satisfaction and profitability. For both the internal and external financial performance, the evidence presented in the 
study suggests that customer satisfaction generally has a significant, positive contemporaneous impact on most but 
not all performance indicators. The use of dynamic panel techniques to address causality between customer 
satisfaction and profitability. The results suggest that there is some evidence of causality in relation to internal 
measures of performance as well as external measures of performance. 

Since we modelled the customer satisfaction-profitability relationships using both the level and differenced data, it is 
confirmed that the relationships exist in both long-run and short-run. Importantly, we showed not only the 
contemporaneous relations but the lagged relations. Our results of this robust analysis provide further support for the 
premise underlying modern marketing – namely that customer satisfaction does affect profitability, regardless of the 
choice of profitability performance measures or/and choice of transformation of data (e.g. level of differenced data). 
The results are roughly in line with Yeung and Ennew (2001), Yeung and Ennew (2001) and Yeung et al. (2001)’s 
studies in which they did not address causality issues and lagged effects. Furthermore, customer satisfaction does 
provide incremental information to the stock market. The current study provides technical concepts and analysis 
implications to a wide audience to a wide range of audiences. For practitioners, this work highlights the importance 
of customer satisfaction as a strategic variable. For investors, the present study suggests that customer-related 



www.sciedu.ca/jbar Journal of Business Administration Research Vol. 2, No. 2; 2013 

Published by Sciedu Press                         59                         ISSN 1927-9507   E-ISSN 1927-9515 

information should regard as value relevant information for stock selection since they reflect the fundamental 
performance and potential of firms. For accountants, the present research has firmly proved that customer 
satisfaction is an important performance activity that does directly contribute to various financial goals of 
organizations, it is worth selecting customer satisfaction into the selection of measurements for balanced scorecard 
systems. For an academic audience, the paper highlights the potential value of panel data techniques in obtaining 
more rigorous estimated of marketing relationships. Three limiations must be addressed. First, the research focuses 
on a single country where purchasing power and disposable income are high and the influence of globalization is 
prevalent, while the values, attitudes and behaviors of other countries’ consumers might be very different. Thus, the 
generalizability of the research could be limited. Second, the research is also based on slightly inconsistent sample 
across models, which might not be as adequate as if we had a large sample to construct a balanced panel. Finally, the 
analysis was based entirely on the use of secondary data. The qualitative information from consumers that can be 
obtained from the analysis of primary data was not considered. Thus, the details at the micro-level have not been 
clarified by the present study. The present study has discussed and showed the needs for controlling firms’ 
heterogeneities when linking marketing efforts to firm performance; future direction into those marketing efforts (for 
instance, efforts in improving brand value or advertising elasticity) that related to firm performance could be 
undertaken with the same research settings presented by the current study. 
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