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Abstract

Previous research has lamented on both the importance and the symbiotic relationship between financial sector performance and the state of a country’s economy. Findings of these studies are generally in concert in that the performance of the financial sector is intertwined with macroeconomic indicators. There is, however, a difference in opinion on the precise nature of the relationship between these sets of variables. This difference of opinion has led to the development of three parallel strands of theory: demand-driven relationship; supply-driven relationship; and economic developmental stage. To the extent that an understanding of the precise nature of the relationship between these critical variables would promote economic growth, it was found imperative to investigate the phenomenon in the context of a developing economy. This paper examines the causal relationship between the financial sector index and GDP in Botswana. The study uses data over a period of 10 years (2003-2013). This study timeframe is significant because previous research does not incorporate the critical periods in financial markets history over which the global economy experienced the economic cycle of the boom years (2003-2006), followed by a recession (2007-2010) and finally the recovery period (2010 and beyond). This financial cycle provides a unique opportunity for new insights into how financial sector performance relates to the economy. The findings are suggestive of an existence of a stable long-run relationship between the financial sector and the economy. In addition, the results show that the economy granger-causes the financial sector index with no reverse causality observed. Policy implications of these findings are discussed in the paper.
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1. Introduction

The importance of the role played by capital markets in the global economy is undis disputable. In this context, investors, policy-makers and the academia have played different roles in forming opinions and understanding the symbiotic relationship between financial sector performance and the state of an economy. Fundamental to this discourse is the search for the ‘holy grail’ of market efficiency. Numerous studies have been conducted on this subject matter and many findings documented, albeit with contradictory outcomes. It is this lack of consistency in the results from previous studies that warrants further investigation.

In the pursuance of knowledge and understanding of the interaction between financial sector performance and the state of the economy, three mainstream schools of thought have emerged. The first is the supply-leading school of thought which posits that financial development leads to economic growth (Vazakidis & Adamopoulos, 2009; Bittencourt, 2012). The second school of thought advocates for the demand-following approach, arguing that economic growth drives financial development and performance (Odhiambo, 2004; 2010). The third school of thought argues for interdependent relationship and hence adopts a bidirectional causality approach in analysing the relationship between financial sector development and economic growth (Rousseau & Vuthipadadorn, 2005).

Another interesting theoretical dimension was suggested by Patrick (1966) who hypothesised that the direction of causality between financial sector development and economic growth changes over the course of development. The study was suggestive that in the early stages of development (developing/underdeveloped countries) the supply-leading stimulates real capital formation and financial development; whereas in the latter stages of
development (developed countries) the demand-leading catalyst was more prominent. This theoretical proposition is academically both appealing and robust, and hence a motivation for this study.

Botswana is a developing country that has an impressive economic transformation. Economic development has been rapid, compared with other developing countries, with the economy recording average growth rates of more than 10% per annum for most of the 1980s, largely emanating from revenue from diamonds (Akinboade, 1998). Furthermore, this rapid growth of the economy of Botswana transformed the country from one of the poorest in the world in 1966, to a middle income economy, with income per capita some eight or nine times that of the poorest countries in the 1980s; and by 1986, GDP at constant 1980 prices was P1 316 million, which was eleven times the 1966 estimate of P118 million (Akinboade, 1998). The Botswana Stock Exchange (BSE) is the local bourse which has experienced an equally impressive performance in a short period of time. To date, the BSE is one of Africa’s best performing stock exchanges, averaging 24% aggregate return in the past decade. This has allowed the BSE to be the third largest stock exchange in terms of market capitalization, in Southern Africa (Botswana Stock Exchange, 2017).

In cognisance of the important role played by the financial sector in the wider economy, the BSE started a Domestic Company Financial Sector Index (DFSI) in 2013. As of to date, the BSE continues to be pivotal to Botswana’s financial system, and in particular the capital market. The listed companies represent a spectrum of industries being: Banking, Financial Services, Wholesaling & Retailing, Tourism, Mining, Energy, Property & Trust, Security and ICT. In 2016, there were 34 listed entities on the BSE comprising of 24 domestic and 10 foreign companies, 41 listed bonds and four Exchange Traded Funds (Botswana Stock Exchange Annual Report, 2016). Still in the same year, the DCI depreciated by 11.3% to close the year at 9,400.7 points, down from 10,602.3 points at the end of 2015. This decline in the DCI in 2016 was explained by the overall performance of the domestic companies, particularly the general slowdown in share prices due to the subdued operational and financial performance of some of the listed companies. In particular, out of the 24 listed domestic companies as at the end of 2016, 12 registered share price appreciation, 10 registered share price depreciation and two were unchanged (Botswana Stock Exchange Stock Exchange Annual Report, 2016). Historically, the DCI has been heavily influenced by the Banking sector. However, the 2016 BSE Annual report reveals that the market capitalisation of the Banking sector relative to total domestic market capitalisation has declined from 46.9% in 2012 to 30.5% in 2016 which is a positive move, primarily due to additional listings in other sectors such as Retail & Wholesaling and ICT (Botswana Stock Exchange Annual Report, 2016).

Besides sheer size, the financial sector plays an important role in the development of an economy. Levine (2000) indicated the important role of banks, as financial intermediaries, in the development of any economy. The study highlighted that if banks perform well, generally this is a sign that the economy is improving as individuals and corporations increase the demand for money. This increase in the demand for loans would be reflected in the balance sheet of banks, leading to an increase in their share price and ultimate increase in the financial sector index.

The BSE financial sector companies (at the time of the study) comprised of four commercial banks (First National Bank Botswana, Standard Chartered Bank Botswana, Barclays Bank Botswana and ABC Banc Botswana), the Botswana Insurance Holdings Limited and two other Financial Services Providers (Imara Holdings Limited and Letshego Financial Services Botswana).

1.1 Research Gap and Objectives

Limited studies have been conducted in Botswana with regards to the relationship between the financial sector performance and the economy. While the limited Botswana literature on the subject matter have discussed aspects of the relationship between financial sector development and the economy (Eita and Jordaan, 2010; Akinboade, 1998), there are critical aspects that are both wanting and warrant a different approach.

First is the significance of the study timeframe. Previous research does not incorporate the critical periods in financial markets history over which the global economy experienced the economic cycle of the boom years (2003-2006), followed by a recession (2007-2010) and then finally the recovery period (2010 and beyond). This global cycle provides an opportunity for new insights into how financial sector performance relates to the economy.

Second, it is the secondary objective of the study to improve on measures used in previous studies. In particular, this study will use different measures to proxy financial sector. As already mentioned, the DFSI is a relatively new index and hence none of the previous studies have utilised this all-comprising measure. For example, Akinboade (1998) used non-mineral, GDP while Eita and Jordaan (2010) used the ratio of liquid liabilities to GDP (M3/GDP) to proxy financial sector, measures that do not aptly represent the Botswana financial sector.

Third, while previous studies have delved on financial sector development (Eita and Jordaan, 2010; Akinboade,
1998), this study will explore the perspective of financial sector profitability. The study will use the DFSI to proxy profitability of the financial sector on the premise that the index is a composite share price movement, thus a reflection of changes in investor sentiments on future expected earnings of the underlying assets or companies.

2. Literature Review

Studies on the relationship between financial sector development and economic growth can be traced back to Schumpeter (1911) who asserted that financial institutions and the prevalence of entrepreneurship are necessary and sufficient conditions for economic development. Since then a myriad of studies have collected empirical evidence that overwhelmingly support the notion of a positive relationship. For example, positive correlation has been found to exist between stock market development and economic growth (Atje and Jovanovic, 1993; Beck and Levine, 2004). Also, a study using time series data (1980-1995) conducted in the Middle Eastern and North African countries on the association of both the stock market and banks to economic growth concluded that with well-functional financial sector, stock markets can give a big boost to economic development (Rousseau and Wachtel, 2000).

Similarly, Levine, Loayza and Beck (1999) evaluated whether the exogenous component of financial intermediary development influences economic growth. Using traditional cross-section, instrumental variable procedures and dynamic panel techniques, the study found that the exogenous components of financial intermediary development to be positively associated with economic growth. However, Pagano (1993) cautioned this relationship by positing that financial development is too generic a term and hence researchers must be more specific if the impact on growth is to be more meaningfully gauged.

Some studies have been conducted in Sub-Saharan Africa. The banking sector has been found to be the leading force behind the growth of African Stock Markets between 1990 and 2006 (Andrianaivo & Yartey, 2007). Yartey and Adjasi (2007) explored the critical challenges of stock market development in countries including Nigeria, Ghana and Tanzania and found stock markets to have contributed to the growth of large corporations, although evidence was inconclusive on the impact of stock markets on the wider economic growth.

There is limited understanding on the relationship between financial sector development and economic growth in Botswana due to the limited studies that have been conducted. Further, very little cue can be taken from studies conducted in other Southern African countries owing to the inconclusiveness of the results (e.g. Yartey & Adjasi, 2007). Only a few papers cover the growth of the Botswana Stock Exchange and mention that such growth is supported by a growing banking and financial services sector (Eiter & Jordaan, 2007). Eiter and Jordaan (2007) examined the causal relationship between financial development and economic growth in Botswana. Granger causality through cointegrated vector autoregression methods was applied to test the causality between these economic factors in Botswana for the period 1977-2006. The paper found evidence of supply-leading and demand-leading theories when using different proxies for financial development. For example, when the ratio of deposit liabilities to non-mineral GDP is used as a proxy for financial development, the causality runs from financial development to economic growth, which supports Schumpeter’s supply-leading theory. In contrast, causality runs from economic growth to financial development when the ratio of private sector credit to non-mineral GDP is used as a proxy for financial development; thus, supporting the demand-leading theory (Eiter & Jordaan, 2007). With a view to both improve on the robustness and reliability of the results, this study will use a single proxy for financial development.

The approach of investigating the relationship between financial sector development and economic growth without due regard to the causal effect has been criticised. Patrick (1966), in a study carried in underdeveloped countries, opined that the causal nature of the relationship between these variables is a matter that should be employed to better understand the intricacies of the relationship, a prerequisite to a more robust theoretical framework and undertaking. Some research has been undertaken in this direction and different theoretical opinions have emerged and empirically tested. For example, some researchers, using national cross-sectional data, argue that financial sector is a precursor to economic growth (Gelb, 1989; Fry, 1997; King & Levine, 1993; Levine, 1997, 1998; Rajan & Zingales, 1998; Levine & Zervos, 1998), while others argue that economic growth drives demand for financial instruments, and thus financial sector development (Robinson, 1952; Jung, 1986 & Ireland, 1994). It is in this light that this paper is focused on the directional or causality relationship between financial development and economic growth within the Botswana context.

In the context of a developing economy, Ndako (2009) (Note 1) used quarterly time series data (1983 – 2007) to examine causal relationship between stock market, banks and economic growth in South Africa. The study concluded that long-run bi-directional causality exists between financial development and economic growth in the banking system; but unidirectional causality was found from economic growth to stock market system in long-run.
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A similar study by Caldero´n and Lin Liu (2002) pooled data of 109 developing and industrial countries from 1960 to 1994 in order to examine the direction of causality between financial development and economic growth. The study found that (i) financial development generally leads to economic growth; (ii) Granger causality from financial development to economic growth and Granger causality from economic growth to financial development coexisted; (iii) financial deepening contributed more to the causal relationships in the developing countries than in the industrial countries.

Another study was carried by Demetriades and Hussein (1996) on causality tests between financial development and real GDP. Though the study findings provided little support to the view that finance is a leading sector in the process of economic development, considerable evidence of bi-directionality and some evidence of reverse causation was found. The study highlighted the fact that causality patterns vary across countries. To this extent, countries and economies are not homogeneous entities and inferences should be done with great caution.

Using annual data of 56 countries, of which 19 were industrialised countries, Jung (1986) studied not only the existence and characterization of causality, but also its temporal behaviour between financial and real development. Using currency ratio as a measure of financial development, least developing countries (LDCs) were characterized by the causal direction running from financial to economic development, and developing countries (DCs) by the reverse causal direction, regardless of which causality concept is employed. Thus the study highlighted the importance of the stage of development as a mediating factor in the relationship.

Shun, Morris and Sun (2001) used a Granger causality procedure to investigate the relationship between financial development and economic growth. As opposed to a time series model used in many studies, this study estimated an Auto Regressive (VAR) model for nine OECD countries and China. The results presented a bi-directional relationship in half of the countries and reverse causality in three others. Though evidence showed little support that finance leads to economic development, the study cautioned that a general conclusion based on this outcome should be avoided. Meanwhile, Arestis and Demetriades (1997) examined the empirical literature on the relationship between financial development and economic growth from two approaches. The first approach was the issue of whether the financial system can contribute to the process of economic growth. The econometric evidence reviewed using time-series estimations on individual countries suggested that the results exhibit substantial variation across countries, even when the same variables and estimation methods are used. The second approach was the use of time series methods and data from five developed economies in examining the relationship between stock market development and economic growth. The findings revealed that, although both banks and stock markets may be able to promote economic growth, the effects of the former are more pronounced. Additionally, they showed that the contribution of stock markets on economic growth may have been exaggerated by studies that utilize cross-country growth regressions.

In summary, there are three important observations from the literature: (i) a relationship does exist between financial development and economic growth; (ii) there is a causal effect in the nature of this relationship; (iii) countries are heterogeneous and cross-country studies in Africa are inconclusive; and (iv) a country’s stage of economic development is mediating factor in the relationship, i.e. while developed nations tend to show a bi-directional causality relationship between financial development and economic growth, LDCs tend to show causality running from financial to economic development and no reverse causality.

These are observations that form the premise of this study’s research hypotheses:

\[ H_1 \] There is a causal relationship running from Financial Sector Index to GDP

\[ H_2 \] There is a causal relationship running from GDP to Financial Sector Index

3. Methodology

The principal objective of this study is to test for the relationship between financial sector development and economic growth, with particular emphasis on the profitability aspect of financial sector. An econometric framework will be used for analysis of Botswana’s economic data over a 10 year period (2003-2013).

In constructing the Financial Sector Index (FSI), the study uses the daily market capitalisation of the financial services and banking companies listed in the domestic board of the Botswana Stock Exchange (BSE). The data will be obtained from the Domestic Companies Financial Sector Index of the BSE. Economic growth, on the other hand, will be measured using the national Gross Domestic Product (GDP) figures. This data will be sourced from the Bank of Botswana (Botswana Central Bank) statistics.

The Granger-causality test (Granger, 1969), and in particular the cointegration and error-correction model, will then
be used to examine the direction of causality between financial development and economic growth.

Engle and Granger (1987) proposed a two-step method of testing for cointegration which looks for a unit root in the residuals of a first-stage regression. Before testing for cointegration, the study first assesses whether FSI and GDP are unit root processes. Cointegrated variables share common stochastic and deterministic trends and tend to move together through time in a stationary manner even though the two variables in this study may be non-stationary. This paper therefore tests the null hypothesis of $x_t, y_t \neq I(0)$ where $x_t$ and $y_t$ are the GDP and financial sector index and are not unit root stationary. Since Granger causality test may depend critically on the number of lag structure term included (Granger, 1969), testing for cointegration will therefore be preceded by determination of the optimal lag structure in the model. In determining the optimal lags, the Akaike information criterion (AIC) and the Schwarz information criterion (SC) will be used by setting maximum on e-views. The number of observations in the study allow for the maximum possible lag structure to be 12.

The paper assesses the cointegration between FSI and GDP by studying the following regression:

$$
\Delta Y_t = \alpha_0 + \sum_{i=1}^{m} \alpha_i \Delta Y_{t-i} + \sum_{j=1}^{m} \alpha_j \Delta X_{t-j} + \alpha_3 (Y_{t-1} - \gamma X_{t-1}) + \mu_3,
$$

(1)

$$
\Delta X_t = \beta_0 + \sum_{i=1}^{m} \beta_i X_{t-i} + \sum_{j=1}^{m} \beta_j \Delta Y_{t-j} + \beta_3 (Y_{t-1} - \gamma X_{t-1}) + \mu_3,
$$

(2)

The null hypothesis of no cointegration among variables in equation 1 is tested (i.e., $H_0: 1 \gamma = 2 \gamma = 0$) against the alternative hypothesis (i.e., $H_1: 1 \gamma \neq 2 \gamma \neq 0$) using the F-test for the significance of the lagged levels coefficient in equation 2. In equation 2, when the GDP is the dependent variable, the null hypothesis of no cointegration among variables in equation 1 is tested (i.e., $H_0: 1 \gamma = 2 \gamma = 0$) against the alternative hypothesis (i.e., $H_1: 1 \gamma \neq 2 \gamma \neq 0$) using the F-test for the joint significance of the lagged levels coefficient in equation 2. If the estimated F-statistics is greater than the upper bound critical value, it can be concluded that the variables in question are cointegrated. Also, if the estimated F-statistics falls between the lower and the upper bound critical values, the decision about cointegration among the variables involved is inconclusive.

The presence of cointegration indicates that there is a long-run relationship between the variables and it is appropriate to test the direction of causality so once cointegration between the FSI and GDP has been established; now the study moves to test the causality.

The study will conduct a null test to establish if the index granger-cause the growth in the economy and also confirm the opposite. $H_0: a_{11} = a_{12} = \ldots = a_{1m} = 0$, will imply that the economy does not granger-cause an appreciation in the index similarly, $H_0: \beta_{11} = \beta_{12} = \ldots = \beta_{1m} = 0$ is used to confirm that the index granger-causes the economic growth.

4. Test Results

Quarterly time series data was for Real GDP figures was obtained from the Bank of Botswana (BoB) archives while figures used to construct the Financial Sector Index (FSI) were obtained from the Botswana Stock Exchange (BSE) daily trading summary.

The raw daily FSI data converted to quarterly figures for uniformity with the GDP data. Brooks (2008) pointed out that it is not advisable to use daily data in research as daily data normally contains a lot of noise/ error term but the error term reduces with time as the price reverts to its true price.

In keeping with the Engle and Granger (1987) proposal for a two-step method, unit root test was used to ascertain the order of integration in the stationary test. Because of limited sample size, other tests (such as KPSS, Elliot-Rothenberg-Stock Point-Optimal and Ng-Perron) which require many observations were not used. Instead the Augmented Dickey Fuller (ADF) test, used to test for unit root, was used and the results are presented in Table 1.
Table 1. ADF unit root results with no differential

<table>
<thead>
<tr>
<th>Null Hypothesis: FSI has a unit root</th>
<th>Exogenous: Constant</th>
<th>Lag Length: 1 (Automatic - based on SIC, maxlag=9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Augmented Dickey-Fuller test statistic</td>
<td>t-Statistic</td>
<td>Prob.*</td>
</tr>
<tr>
<td>--------------------------------------</td>
<td>-------------</td>
<td>--------</td>
</tr>
<tr>
<td>1% level</td>
<td>-1.787719</td>
<td>0.3812</td>
</tr>
<tr>
<td>5% level</td>
<td>-3.600987</td>
<td></td>
</tr>
<tr>
<td>10% level</td>
<td>-2.935001</td>
<td></td>
</tr>
</tbody>
</table>


Null Hypothesis: GDP has a unit root
Exogenous: Constant
Lag Length: 0 (Automatic - based on SIC, maxlag=9)

<table>
<thead>
<tr>
<th>Augmented Dickey-Fuller test statistic</th>
<th>t-Statistic</th>
<th>Prob.*</th>
</tr>
</thead>
<tbody>
<tr>
<td>1% level</td>
<td>-1.126629</td>
<td>0.6984</td>
</tr>
<tr>
<td>5% level</td>
<td>-3.596616</td>
<td></td>
</tr>
<tr>
<td>10% level</td>
<td>-2.933158</td>
<td></td>
</tr>
</tbody>
</table>


Source: Eviews.

The unit root test results show that the GDP and FSI have a t-statistic of -1.78 and -1.12 respectively, which are above the critical points, and thus the null hypothesis cannot be rejected meaning that the FSI and real GDP have a unit root. In sum, both variables are non-stationary. To make the variables stationary, the study tested the unit root in the first difference and the results are shown below in Table 2.

Table 2. ADF unit root results at the first difference

<table>
<thead>
<tr>
<th>Null Hypothesis: DFSI has a unit root</th>
<th>Exogenous: Constant</th>
<th>Lag Length: 0 (Automatic - based on SIC, maxlag=9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Augmented Dickey-Fuller test statistic</td>
<td>t-Statistic</td>
<td>Prob.*</td>
</tr>
<tr>
<td>--------------------------------------</td>
<td>-------------</td>
<td>--------</td>
</tr>
<tr>
<td>1% level</td>
<td>-4.366627</td>
<td>0.0012</td>
</tr>
<tr>
<td>5% level</td>
<td>-3.600087</td>
<td></td>
</tr>
<tr>
<td>10% level</td>
<td>-2.935001</td>
<td></td>
</tr>
</tbody>
</table>

The results indicated t-statistic values of -4.37 and -7.38 for FSI and real GDP respectively. Both stationary test results using the first differences indicated statistical significance, an indication that the data was stationary, and thus the null hypothesis rejected at a confidence level of 1%.

Next was the test for optimality in the lag structure as a prerequisite to testing for cointegration (Granger, 1969). According to Engle and Granger (1987) the most common and widely used information criterions for the determination of the optimal lag structure are the Akaike information criterion (AIC) and the Schwarz information criterion (SC). Dudson(1991) showcased that both test are similar and using one over the other would not have any significant effect on the results. The general rule in determining the optimal lag is to choose the lag that gives the lowest Akaike information criterion value.

The number of observations in the study allow for the maximum possible lag structure to be 12. The appropriate lag order, up to the predetermined maximum (12) can be determined using the criteria mentioned previously. The results of the tests to determine the optimal lag structure are reported in table 3 below. Using the Akaike Information Criterion (AIC) to determine the optimal lag structure, lag nine (9) gives the lowest information criterion value, hence most optimal for application.

### Table 3. Optimal lag structure results using AIC and SIC

<table>
<thead>
<tr>
<th>Lag specifications</th>
<th>AIC</th>
<th>SC</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>34.19</td>
<td>34.69</td>
</tr>
<tr>
<td>3</td>
<td>34.28</td>
<td>34.88</td>
</tr>
<tr>
<td>4</td>
<td>34.41</td>
<td>35.18</td>
</tr>
<tr>
<td>5</td>
<td>34.58</td>
<td>35.54</td>
</tr>
<tr>
<td>6</td>
<td>34.44</td>
<td>35.58</td>
</tr>
<tr>
<td>7</td>
<td>34.36</td>
<td>35.70</td>
</tr>
<tr>
<td>8</td>
<td>33.93</td>
<td>35.47</td>
</tr>
<tr>
<td>9</td>
<td>33.45</td>
<td>35.57</td>
</tr>
<tr>
<td>10</td>
<td>33.66</td>
<td>35.98</td>
</tr>
<tr>
<td>11</td>
<td>33.81</td>
<td>35.94</td>
</tr>
<tr>
<td>12</td>
<td>33.96</td>
<td>36.29</td>
</tr>
</tbody>
</table>

On the basis of the unit root test above, the cointegration test was performed to investigate long term relationship.
between the two variables. The guiding assumptions for testing for cointegration are:

i. No deterministic trends & cointegrating relationships that do not contain intercepts

ii. No deterministic trends & cointegrating relationships that have intercepts

iii. Linear trends but cointegrating relationships that have only intercepts

iv. The series & cointegrating relationships that have linear trends

v. Quadratic trends & cointegrating relationships that have linear trends

In keeping with an approach used by Hiaso (2003), the test for integration assumed a linear trend and that the relationship has intercepts. Table 4 is a presentation of cointegration test results, followed by a summary presentation of the output on the other assumptions.

Table 4. Cointegration test: Information criteria by rank and model

<table>
<thead>
<tr>
<th>Data Trend</th>
<th>None</th>
<th>None</th>
<th>Linear</th>
<th>Linear</th>
<th>Quadratic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test Type</td>
<td>No Intercept</td>
<td>Intercept</td>
<td>No Trend</td>
<td>Intercept</td>
<td>No Trend</td>
</tr>
<tr>
<td>Trace</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Max-Elig</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>


From the results in Table 4, five test types were established and the number of cointegrating equations were generated under each. For example, under the assumptions 1 of no intercept and no trend, and 4 of intercept and
trend only, the equations did not have any cointegrating equation. Under the assumption 2 of intercept and no trend, a single cointegration was observed. However, two cointegrating equations at a significance level of 5% where observed under the 3rd and 5th assumptions of intercept and no trend and that of intercept and trend respectively. Having established some existence of cointegrating equations between the two variables; it implies the existence of a long-run causality in at least one direction (unilateral causality) between the two variables. 

As the research focuses on a model that assumes intercept and no trend, Table 5 below shows a closer look at the cointegration test, from the table one can see that the variables are cointegrated with a significance level of 5%.

Table 5. Cointegration; intercept with no trend

<table>
<thead>
<tr>
<th>Hypothesized No. of CE(s)</th>
<th>Eigenvalue</th>
<th>Trace Statistic</th>
<th>Critical Value</th>
<th>Prob.**</th>
</tr>
</thead>
<tbody>
<tr>
<td>None *</td>
<td>0.395036</td>
<td>20.92646</td>
<td>15.49471</td>
<td>0.0069</td>
</tr>
<tr>
<td>At most 1 *</td>
<td>0.140466</td>
<td>4.843681</td>
<td>3.841466</td>
<td>0.0277</td>
</tr>
</tbody>
</table>

Trace test indicates 2 cointegrating eqn(s) at the 0.05 level
* denotes rejection of the hypothesis at the 0.05 level
**MacKinnon-Haug-Michelis (1999) p-values

Source: eViews

Having established that the variables are cointegrated according to Duca (2007), “If two or more time-series are cointegrated, then there must be Granger causality between them - either one-way or in both directions. However, the converse is not true”. From the statement the expectation will be that there is causality with our variables.

The final step was to perform the Granger Causality test. Table 6 shows the results of the Granger Causality test.

Table 6. Granger Causality Tests

<table>
<thead>
<tr>
<th></th>
<th>Obs</th>
<th>F-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP does not Granger Cause FSI</td>
<td>33</td>
<td>2.23334</td>
<td>0.0860</td>
</tr>
<tr>
<td>FSI does not Granger Cause GDP</td>
<td>1.66839</td>
<td>0.1884</td>
<td></td>
</tr>
</tbody>
</table>

The results of the Granger Causality show that the null hypothesis that GDP does not Granger Cause FSI has to be rejected with a p-value of 0.086 at a significance level of 10% while a second test showed that the null hypothesis that FSI does not Granger Cause GDP cannot be rejected with a p-value 0.1884.
The results infer that the alternative hypothesis that GDP does Granger Cause the FSI has to be accepted. In the second test, a common definition of Granger Causality, in the case of two time-series variables, X and Y is: "X is said to Granger-cause Y if Y can be better predicted using the histories of both X and Y than it can by using the history of Y alone."

5. Discussion and Conclusions

This study was set on the backdrop of three key observations made from the literature: (i) there is affirmation of a relationship between financial development and economic growth; (ii) there is a causal effect in the nature of this relationship; (iii) countries are heterogeneous and cross-country studies in Africa are inconclusive; and (iv) a country’s stage of economic development is mediating factor in the relationship.

The contribution of this study to extant literature was in; (i) the significance of the study timeframe that accounted for a historical global economic cycle (2003-2013); (ii) improving measures used for Financial Sector by using the Botswana Financial Sector Index; (iii) exploring the perspective of financial sector profitability, instead of the conventional financial development approach.

Granger Causality test results were indicative that Real GDP has causality effect on Financial Sector profitability. By extension, these results laid credence to the demand-following response hypothesis. The implication of these findings to Botswana is that the economy should grow first in order to stimulate financial sector development. However, no causal relationship was found running from Financial Sector Profitability to GDP, thereby dispelling the “wealth effect” supposition.

These findings are consistent to those of other similar studies (Mauro 2003, Rousseeu and Wachtel 2000, Adjasi and Biekpe 2005). It should also be noted that these results contradicted by Duca (2007) who found out that Real Gross Domestic Product is the one which granger causes the Financial Sector Index.

Notwithstanding the empirical inconclusiveness alluded to above, Kar and Pentecost (2000) cautioned that the direction of causality between financial sector and economic growth is also sensitive to the choice of proxies for financial development. While this study used financial sector index, other studies have used different measures, i.e. stock market turnover ratio (Duca, 2007) and the ratio of credit provided by banks to private sector (Adebola & Dahalan, 2011)

Penm (2003), on the other hand, indicated that the very existence of a causality relationship between the financial sector index and the economy has been said to suggest some form of inefficiency in the market.

It is increasingly evident that the causality relationship between financial development and economic growth is both complicated and difficult, owing to such myriad of factors such as variable measures, stage of economic development, market efficiency and study timeframe. However, there is empirical traction on that developed nations tend to show a bi-directional causality relationship between financial development and economic growth, while the developing economies tend to show causality running from financial to economic development, with no reverse causality. The results of this study contradict this notion, a matter that could be attributable to Botswana’s unique position as a middle income developing country (Akinboade, 1998), and the nature of the measure for Financial Sector used. These are areas that warrant further study.
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Note 1. Stocks markets are generally viewed as the predictor of the economy but Ndako(2010) using ARDL-Bounds testing procedure to test stock market development and economic growth in South Africa refused such claim whereas an earlier research by Odhiambo (2004) in the same country supported such claim.
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