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Abstract

The objective of this paper is to show quantitative results for the exchange rate target zones in a small open economy. We develop a stochastic model for exchange rates under the equilibrium in goods and money markets based on a variation of Dornbusch (1976)'s model, incorporating several kinds of macroeconomic shocks and a noneconomic factor ignored by literature. Using the theory of stochastic differential equation (SDE) in probability theory, we calculate the probabilities that the nominal exchange rates reach the boundaries of the target zones for the first time, and the mean time that the nominal exchange rates remain in the target zones. Furthermore, using our explicit expressions of the fundamental factor and the definite relationships between the variables, we analyze the effects on the probabilities from macroeconomic and non-economic factors, such as the elasticity of the premium rate of exchange rates, the fundamental factor, and the volatilities of the shocks.
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1. Introduction

There is a significant body of literature studying the exchange rate target zones through a range of different methods. Dornbusch (1976) develop a simple macroeconomic framework for the study of exchange rate movements in a small open economy. Kleig (1990) introduce the shocks of aggregate demand of goods and money supply in a classical model. Soon after, Krugman (1991) initiate the stochastic model of target zone exchange rates and analyzed the effects on the behavior of the nominal exchange rate from the given boundaries of the target zones. Following this idea, a large amount of research on target zones has been reported in theoretical papers such as those by Bauer (2000), by Larsen (2007), and by Bauer, Grauwe, and Reitz (2008), as well as in econometric papers, for a short review, see Christensen, Lando, and Miltersen (1998); De Jong, Drost, and Werker (2001); or Portugal Duarte et al. (2011). However, as an important issue which the governments care about, the stabilization properties of the exchange rate target zones has maintained quantitatively unanswered.

Bertola and Caballero (1992) extend Krugman's (1991) model by replacing the fundamental with the money supply in order to study the stabilization of exchange rates in target zones. Due to their limited assumptions for the fundamental factors of the economy, they cannot achieve quantitative results of the effects on the target zones. Allowing for transitory unemployment in a small open economy, several kinds of shocks of demand and supply and intramarginal interventions, Beetsma, and Van der Ploeg (1998) build a dynamic model based on a simplification of Dornbusch's (1976) model. They prove that the rational expectations equilibrium must be a saddle path solution of the economy if the nominal exchange rates always stay in the target zones. To incorporate the possibility of price inertia, Miller and Weller (1991) build the sticky price target-zone model, in which mean reversion in the exchange rate is generated by the price adjustment process, so there is no need to make assumptions about policy actions. To
fit the data better, Bertola and Svensson (1993) consider stochastic devaluation risk in target-zone models to obtain a rich data-generation structure. Tronzano, Psaradakis and Sola (2003) analyze the 1992 - 1993 exchange rate crisis of the ERM based on a Markov switching model, and argue that transition probabilities are time-varying depending on different driving macroeconomic variables. Ito and Yabu (2007) and Lee (2011) build a non-linear exchange rate model which ignores the assumption of Krugman's (1991) model that the money supply is only used to maintain the target zone. Bauer et al. (2009) derive a model using a heterogeneous agent structure. In their model, the fundamental factor of the economy is driven by a nonlinear stochastic differential equation (SDE). Data generated from it are more consistent with exchange rate behavior. Beladi and Chakrabarti (2012) include the lagged fundamentals in exchange rate regressions and find that goodness of fit is improved.

In this paper, our model incorporates a non-economic factor with its shock and several shocks of macroeconomic variables ignored by literature. We build a dynamic model of exchange rates based on a variation of Dornbusch's (1976) model. In our model, the fundamental factor, the elasticity of premium rate of exchange rates, and the standard deviation of shock of exchange rates are all explicitly expressed. We also establish the definite relationships between the macroeconomic variables and exchange rates.

Even though the economy authorities hope to keep the exchange rates maintain the target zones to stimulate the international trade and investment, in practice, in the long run, the exchange rates cannot always stay in the target zones. It will be enough good to maintain the exchange rates in the target zones for a given time period. Therefore, it is more meaningful to investigate the probabilities that the exchange rates reach the boundaries of the target zones for the first time, the average time in which the exchange rates remain in the target zones. Using the theory of SDE in probability theory, we can estimate the probabilities and the average time. Furthermore, based on the explicit expressions of the economic factors we derived, we can analyze the effects on exchange rate target zones from these factors.

The rest of the paper is organized as follows. Section 2 presents our macroeconomic dynamic model in a small open economy. Section 3 establishes the explicit relationships between exchange rates and several macroeconomic variables in the model. We compare our model with Krugman's (1991) model in Section 4, as well as discussing the probabilities and the average time that the exchange rates maintain in the target zone. The paper is concluded in Section 5.

2. The Dynamic Macroeconomic Model

2.1 Equilibrium in the Good Market

Our model is built in a small open economy, which is an economy that participates in international trade, but is small enough compared to its trading partners. The economic policies of this kind of economy do not alter world product prices, interest rates, or incomes. Thus, the countries with small open economies are price takers.

In a small open economy, in the good market, the aggregate demand \( Y_t \) satisfies the IS curve:

\[
Y_t = \frac{Y_t^*}{s_t^{t*}}
\]

where \( Q_t \) is the real exchange rate at time \( t \) and can be represented by the nominal spot exchange rate \( S_t \) as the following:

\[
Q_t = \frac{P^*_t}{P_t}
\]

where \( P^*_t \) is the foreign price level, \( P_t \) is the domestic price level, \( Y_t^* \) is the foreign output level, and \( r_t \) is the domestic real interest rate.

When the goods market is in equilibrium, which means that market is clear, following Dornbusch (1976) there is a linear relationship between the logarithms of these economic variables:

\[
y_t = \alpha(s_t + p^*_t - p_t) + \beta y^*_t - \delta r_t.
\]

where \( p_t, y_t, s_t \) and \( y^*_t \) are the logarithms of \( P, Y_t, S_t \) and \( Y_t^* \) respectively, and \( \alpha > 0, \beta > 0, \delta > 0. \)

In the real economy, unexpected shocks exist in the short run. Without loss of generality, we suppose that there is a shock \( \epsilon_{t} \) at time \( t \) which has an effect on the equilibrium aggregate demand, that is

\[
y_t = \alpha(s_t + p^*_t - p_t) + \beta y^*_t - \delta r_t + \epsilon_{t}
\]

where \( E(\epsilon_{t}) = 0, \) and \( \text{var}(\epsilon_{t}) = \sigma^2_{\epsilon}. \)
2.2 Equilibrium in the Money Market

In the money market, the real demand for money $M^d_t/P_t$ at time $t$ is a function of the real income $Y_t$ and the nominal interest rate $i_t$. The nominal interest rate $i_t$ is the opportunity cost of the money a person or entity holds. So if the nominal interest rate increases, the money in hand will decrease because of the increased opportunity cost of holding money in hand. Then the real demand for money $M^d_t/P_t$ is a decreasing function of the nominal interest rate $i_t$. On the other hand, if the real income $Y_t$ increases, the real demand for money $M^d_t/P_t$ will also increase to match the much greater consumption requirement. It means that the real demand for money $M^d_t/P_t$ is an increasing function of $Y_t$.

Considering the shock $\varepsilon_{m,t}$ on the demand of the money, we have the following relation:

$$m^d_t - p_t = \varphi Y_t - \lambda_i + \varepsilon_{m,t}.$$  

(3)

2.3 The Real Interest Rate

The relation between the real and nominal interest rates is the following:

$$r_t = i_t - E_r p_t.$$  

(4)

Where $E_r dp_t/dt$ is the rate of inflation expectation at time $t$.

2.4 The Non-Economic Factors

Most of the models we mention explain the movement of exchange rates by economic factors, such as money supply, aggregate output level, inflation, unemployment etc. But non-economic factors play an increasingly important role in the real world. For example, wars, the policies of whichever political party happens to be in office, natural disasters, generational shift, change in the makeup of the family, anything that is purely political, natural, or sociocultural. These non-economic factors may induce the deviation from the purchasing power parity (PPP) especially in the short run. In some cases non-economic factors may make exchange rates overreaction or defer the adjustment process to reach equilibrium.

So we introduce the non-economic factor $f_t$ in our model. Suppose that the non-economic factor $f_t$ satisfies the one-order autoregressive process represented by an SDE as follows:

$$df_t = \psi_f f_t dt + \sigma_{f,t} dz_{f,t},$$  

(5)

where $dz_{f,t} \sim N(0, dt)$, $z_{f,t}$ is the standard Brownian Motion, $\psi_f > 0$ is the mean-reversion parameter of $f_t$, $\sigma_{f,t} > 0$ is the instantaneous deviation of the non-economic factor $f_t$ and $f_0$ is initially given.

Hence, the equation (5) can be given by another expression:

$$f_t = e^{-\psi_f t} \left( f_0 + \int_0^t e^{\psi_f s} \sigma_{f,s} dz_{f,s} \right).$$  

(6)

So $E_t f_t = e^{-\psi_f t} f_0$.

2.5 Uncovered Interest Parity Condition

As Dornbusch (1976) note, if the monetary approach is assumed to be the perfect substitutability between domestic and foreign bonds, it is indifferent for investors to hold whatever assets. Then the supply of bonds becomes irrelevant. Therefore, if the domestic currency is expected to depreciate, the return of the assets denominated by domestic currency will be greater than that of the assets denominated by the foreign currency.

The depreciation of the currency can be expressed as the difference between the interest rates:

$$i_t = i^*_t + E_t dp_t.$$  

(7)

where $E_t dp_t/dt$ is the rate of depreciation expectation at time $t$, and $i^*_t$ is the foreign nominal interest rate. 

Based on Dornbusch (1976), in equilibrium, the expected depreciation of currency is usually a linear function of the difference between the nominal exchange rate $s_t$ and the real exchange rate $\hat{s}_t$. That is,

$$E_t dp_t/dt = \theta (s_t - \hat{s}_t),$$  

(8)

where $\theta > 0$ is a parameter.

When one investor invests in foreign assets, the opportunity cost $C$ of this investment is:

$$C = A (1 + i_t),$$

and the return $R$ from the foreign investment is:
\[ R = A(1 + i_t^p)F_t/S_t, \]

where \( F_t \) is the forward exchange rate.

So we get the net return \( \hat{\pi} \):

\[ \hat{\pi} = A(1 + i_t^p)F_t/S_t - A(1 + i_t). \]

Define \( \bar{S}_t \) as \( S_t = (F_t - S_t)/S_t = F_t/S_t - 1 \),
then we have the following relationship:

\[ (1 + i_t^p)(\bar{S}_t + 1) = 1 + i_t + A(dk/dA). \]

In practice, \( \bar{S}_t \) is far smaller than \( i_t^p \), then we take \( \bar{S}_t \cdot i_t^p ≈ 0 \), then

\[ \bar{S}_t = A(dk/dA) + i_t - i_t^p. \]

Dornbusch (1976) assume that the flow of capital is perfectly free. But in the real world, it is impossible. Therefore, we introduce the supply elasticity of the arbitrage capital \( E_{\text{supply}} \) as follows:

\[ E_{\text{supply}} = \left( \frac{A}{\Delta A} \right) / \left( \frac{\Delta i}{\Delta i} \right). \]

2.6 Price Adjustment Process

The Phillips-Curve describes the dynamic relationship between the supply and demand for labor and the inflation of the economy. Considering the shocks on the nominal wage and the non-economic factor, the price adjustment process can be given by the following partial differential equation (PDE):

\[ dp_t = \theta_p(y_t - y_t^F)dt + \sigma_{p,t}dz_{p,t} + \sigma_{f,t}dz_{f,t}, \]

where \( z_{p,t} \) and \( z_{f,t} \) are two independent standard Brownian motions representing the shocks of nominal wages and the non-economic factor respectively, \( \sigma_{p,t} > 0 \) is the instantaneous standard deviation of price change, \( \sigma_{f,t} > 0 \) is the instantaneous standard deviation of shock of the non-economic factor at time \( t \), \( y_t^F \) is the long-term mean of the logarithm of the aggregate income under the full-employment, and \( \theta_p > 0 \) is the mean-reverting speed.

By taking the conditional expectation up to time \( t \) for the above equation, we have

\[ E_t dp_t/dt = \theta_p(y_t - y_t^F), \]

where \( E_{\text{infl}} \) represents the inflation expectation at time \( t. \)

2.7 The Shock of Aggregate Demand

We suppose that the shock \( \varepsilon_{y,t} \) of aggregate demand satisfies the following SDE:

\[ d\varepsilon_{y,t} = -\psi_{y,t}\varepsilon_{y,t}dt + \sigma_{y,t}dz_{y,t}, \]

where \( dz_{y,t} \sim \text{IN}(0, dt) \), \( z_{y,t} \) is the standard Brownian motion, \( \sigma_{y,t} > 0 \) is the instantaneous standard deviation of the shock of aggregate demand, \( \psi_{y} \) is the mean-reversion parameter of \( \varepsilon_{y,t} \), and \( 0 < \psi_{y} < 1 \). \( \varepsilon_{y,0} \) is fixed and denotes the shock of aggregate demand at the time \( t = 0 \). Hence, \( \varepsilon_{y,t} \) is an Ornstein-Unlenbeck process. In particular,

\[ \varepsilon_{y,t} = e^{-\psi_{y,t}t}\varepsilon_{y,0} + \int_0^t e^{-\psi_{y,s}}\sigma_{y,s}dz_{y,s}. \]

Then \( E_t\varepsilon_{y,t} = e^{-\psi_{y,t}t}\varepsilon_{y,0} \). We do not assume that \( \varepsilon_{y,0} \) is zero, because the initial economy is not usually in equilibrium.

2.8 The Shock of Money Demand

We also suppose that the shock of money demand satisfies the following SDE:

\[ d\varepsilon_{m,t} = -\psi_{m,t}\varepsilon_{m,t}dt + \sigma_{m,t}dz_{m,t} \]

where \( dz_{m,t} \sim \text{IN}(0, dt) \), \( z_{m,t} \) is the standard Brownian motion, \( \psi_{m} \) is the mean-reversion parameter of \( \varepsilon_{m,t} \) and
Solving the above SDE, we have
\[ \varepsilon_{m,t} = e^{-\psi m t} \left( \varepsilon_{m,0} + \int_0^t e^{-\psi m s} \sigma_{m,s} d\zeta_{m,s} \right) . \]
So \( E_t \varepsilon_{m,t} = e^{-\psi m t} \varepsilon_{m,0} . \)

2.9 The Demand Function

According to Dornbusch (1976), the demand function for domestic products \( \gamma_t^d \) is determined by the relative prices of domestic products, interest rates, and real income. This relationship can be expressed as:
\[ \gamma_t^d = u + \delta (s_t - p_t) + \gamma y_t - \sigma_i t, \]
where \( u \) is the constant, \( \delta \) is the elasticity of relative prices, \( \gamma \) is the income elasticity, \( \sigma \) is the elasticity of interest rate, and \( \delta > 0, \gamma > 0, \sigma > 0 . \)

We define \( \tilde{p}_t \) as the rate of inflation expectation, that is,
\[ \tilde{p}_t \equiv E_t dp_t / dt. \]
Then \( \tilde{p}_t \) and the excess demands of products have the following relationship:
\[ \tilde{p}_t = \pi (\gamma_t^d - y_t) = \pi (u + \delta (s_t - p_t) + (\gamma - 1) y_t - \sigma_i t), \]
where \( \pi > 0 . \)

In equilibrium, all markets are clear, so we have the following equilibrium conditions:
\[ \tilde{p}_t = 0, \tilde{i}_t = \tilde{i}_d, \tilde{p}_t = \tilde{p}_d, \tilde{s}_t = \tilde{s}_d, \tilde{y}_t = y_t^f . \]

We get
\[ \tilde{s}_t = \tilde{p}_t + \frac{1}{\delta} [\sigma i_t^d + (1 - \gamma) y_t^f - u]. \]

3. The Dynamic Model of Exchange Rates

To simplify our model, we present the following reasonable hypothesis:

(1) The money demand \( m_t^d \), the foreign price level \( p_t^d \), and the foreign output \( y_t^f \) have no shocks, in the sense that, \( m_t^d, p_t^d, y_t^f \) have no continuous martingale parts (see Revuz and Yor (1991)), and \( dm_t^d / dt, dp_t^d / dt, \) and \( dp_t^d / dt \) exist.

(2) \( s_t \) is always positive, that is, \( s_t > 0 \), or equivalently, the nominal exchange rate \( S_t > 1 \).

(3) The macroeconomic variables, \( p_t, m_t^d, p_t^d \) and \( y_t^f \) are exogenous variables for our model.

(4) The standard Brownian Motions \( z_{f,t}, z_{y,t}, z_{p,t} \) and \( z_{m,t} \) are independent each other.

Then, we have the following propositions:

**Proposition 1.** In equilibrium, the nominal exchange rate \( s_t \) satisfies the following SDE:
\[ ds_t = (F_t + ps_t) dt + \tilde{\alpha} dz_{s,t}, \]
where \( F_t \) is the fundamental in the economy, \( \rho \) is the elasticity of the premium rate of exchange rates, \( \tilde{\alpha} > 0 \) is the instantaneous standard deviation of \( s_t \), and \( z_{s,t} \) is the standard Brownian Motion. Furthermore,
\[ F_t = \beta p_t + \gamma y_t^f + \delta p_t + \phi u - \psi_f F_t + \psi_y E_t^f + \psi_m E_t^m, \]
\[ \rho = \tilde{\alpha}, \]
\[ \tilde{\alpha}_t^2 = E_t (ds_t)^2 / dt = (\eta / \xi)^2 (\sigma_{p_t}^2 + \sigma_{y_t}^2) + (1 + \pi \gamma \delta)^2 / (\xi / \gamma)^2 \sigma_{m_t}^2 + (\phi / \xi)^2 \sigma_{s_t}^2, \]
where
\[ \alpha = 1 / [\gamma (1 - \pi \gamma \delta + \pi \delta) + \phi (1 + \pi \sigma)], \]
\[ \tilde{\alpha} = a [\alpha (1 + \pi \delta)] [1/E^{f}_s + \pi \lambda (\gamma - 1) / \phi - \pi \sigma] + \pi \delta, \]
\[ \beta = a [\gamma (1 - \gamma \delta) + \phi (1 + \pi \delta)] [1/E^{f}_s + \pi \lambda (\gamma - 1) / \phi - \pi \sigma] - [\pi \delta + (\gamma - 1) / \phi], \]
\[ \gamma = a (\gamma (1 - \gamma \delta) - \pi \delta)] [1/E^{f}_s + \pi \lambda (\gamma - 1) / \phi - \pi \sigma / (\gamma - 1) / \phi], \]
\[ \tilde{\lambda} = a [\alpha (1 + \pi \lambda (\gamma - 1) / \phi - \pi \sigma]. \]
\[ \hat{\theta} = \alpha \phi \beta \left[ 1/F_s + \pi \lambda (\gamma - 1) / \phi - \pi \sigma \right] + \pi , \]  
\[ \phi = \alpha \phi \pi \delta \left[ 1/F_s + \pi \lambda (\gamma - 1) / \phi - \pi \sigma \right] + \pi , \]  
\[ \hat{\psi}_y = \alpha \left[ 1/E_s + \pi \lambda (\gamma - 1) / \phi - \pi \sigma \right] , \]  
\[ \hat{\psi}_m = a(1 - \pi y \gamma + \pi \delta) \left[ 1/E_s + \pi \lambda (\gamma - 1) / \phi - \pi \sigma \right] - \pi (\gamma - 1) / \phi , \]  
\[ \xi = \phi (\alpha + \pi \delta \delta) \left[ 1 - a \lambda (1 + \pi y \gamma) + a \phi \delta (1 + \pi \sigma) \right] \]  
\[ \eta = \phi (\alpha + \pi \delta \delta) - 1 - \pi y \gamma + a \lambda (1 + \pi y \gamma) + \phi \delta (1 + \pi \sigma) \left[ 1 - \pi y \gamma + \pi \delta - \phi (\alpha + \pi \delta \delta) \right] . \]

Proof. See Appendix A.

**Proposition 2.** In equilibrium, the aggregate demand \( y_t \) has the following relation with other macroeconomic variables in our model:

\[ y_t = a^y_1 s_t + a^y_2 p_t + a^y_3 p_t^e + a^y_4 m_t^d + a^y_5 E_t E_{t-1} + a^y_6 E_t E_{t-1} + u^y, \]  
where

\[ a^y_1 = a \lambda (\alpha + \pi \delta \delta) , \]  
\[ a^y_2 = -a \lambda (\alpha + \pi \delta \delta) + \beta (1 + \pi \sigma) , \]  
\[ a^y_3 = a \alpha \lambda , \]  
\[ a^y_4 = a \alpha \beta , \]  
\[ a^y_5 = a \delta (1 + \pi \sigma) , \]  
\[ a^y_6 = a \lambda \delta \]  
\[ u^y = a \alpha \delta \]  
\[ r_t = [\left( (a - a^y_2) s_t - (a + a^y_3) p_t - a^y_2 m_t^d + (a - a^y_4) p_t^e + (\beta - a^y_2) y_t^e + (1 - a^y_4) E_t E_{t-1} - a^y_2 E_t E_{t-1}^e + u^e / \delta \right] , \]  
\[ i_t = b^i s_t + b^i m_t^e + b^i p_t^e + b^i y_t^e + b^i E_t E_{t-1} + b^i E_t E_{t-1} + u^i, \]  
\[ s_t = c^s s_t + c^s m_t^e + c^s p_t^e + c^s y_t^e + c^s E_t E_{t-1} + c^s E_t E_{t-1} + u^s, \]  
\[ y_t^e = d^y s_t + d^y m_t^e + d^y p_t^e + d^y y_t^e + d^y E_t E_{t-1} + d^y E_t E_{t-1} + u^r, \]  
\[ i_t^e = j^i s_t + j^i m_t^e + j^i p_t^e + j^i y_t^e + j^i E_t E_{t-1} + j^i E_t E_{t-1} + u^r, \]  
\[ \bar{p}_t = k^p s_t + k^p m_t^e + k^p p_t^e + k^p y_t^e + k^p E_t E_{t-1} + k^p E_t E_{t-1} + u^o. \]  

Where \((b^i)_{1<1<7}, (c^s)_{1<1<7}, (d^y)_{1<1<7}, (j^i)_{1<1<7}, (k^p)_{1<1<7}\), with \( x \) replaced by the corresponding macroeconomic variables and \( u^i, u^s, u^r \) and \( u^o \) are all constants. Its expressions are given in Appendix B.

Proof. It can be proved by solving the linear equation system in Section 2 step by step.

**4. Probability Analysis of Exchange Rate Target Zones**

**4.1 Comparison with the Krugman’s (1991) Model**

Recalling the Krugman (1991) model for target zones of exchange rates, it is:

\[ s_t = \tilde{F}_t + \frac{\Delta}{\Delta t} E_t \{ ds_t \} , \]  
\[ d \tilde{F}_t = v d t + \sigma \omega t , \]  
\[ E_t ds_t = E_t \tilde{F}_t + \alpha v , \]  
\[ E_t ds_t = 1/\alpha \int_t^\infty E_t \{ \tilde{F}_t \} e^{-\tau / \alpha} d \tau , \]  
\[ E_t \{ ds_t \} / d t = s \{ \tilde{F}_t \} v + s \{ \tilde{F}_t \} \sigma^2 / 2 , \]  
\[ s \{ \tilde{F} \} = F + \alpha s \{ \tilde{F}_t \} v + \alpha \sigma \{ \tilde{F}_t \} \sigma^2 / 2 , \]  
\[ s \{ \tilde{F} \} = \tilde{F} + \alpha v + A_1 e^{\lambda_1 t} \tilde{F} + A_2 e^{\lambda_2 t} \tilde{F} . \]  

Where \( \tilde{F} \) is the fundamental variable that determines the exchange rates. \( \tilde{F} \), \( \alpha \), \( v \), \( A_1 \), \( A_2 \), \( \lambda_1 \) and \( \lambda_2 \) are constant parameters, and \( \omega \) is the standard Brownian Motion; \( s_t \) is the same as in our model. Based on
Proposition 3.1, we can easily obtain the main equations (46) and (47).

Taking $E_t$ in both sides of SDE of exchange rates in Proposition 3.1 and comparing with (46), we get:

$$\hat{F}_t = -\frac{F_t}{\rho} \quad \alpha = 1/\rho.$$ 

According to (17), we have

$$F_t = \hat{\beta}p_t + \hat{\gamma}m^d_t + \hat{\theta}y^c_t + \hat{\lambda}p^c_t + \hat{\phi}u + \hat{\psi}_yE_t\varepsilon_{y,t} + \hat{\psi}_mE_t\varepsilon_{m,t} - \psi f_t,$$

Therefore,

$$dF_t = \hat{\beta}dp_t + \hat{\gamma}dm^d_t + \hat{\theta}dy^c_t + \hat{\lambda}dp^c_t + \hat{\psi}_yE_t\varepsilon_{y,t} + \hat{\psi}_mE_t\varepsilon_{m,t} - \psi df_t.$$ 

Then, from equations (3) and (14), and the hypothesis (1) and (3), we have

$$v = -1/\rho (\theta \rho \hat{\gamma} (y_t - y^c_t) + \hat{\gamma} dm^d_t/\rho + \hat{\lambda} dp^c_t/\rho + \hat{\theta} dy^c_t/\rho)$$

$$-\hat{\psi}_y\hat{\psi}_mE_t\varepsilon_{y,t}/\rho - \hat{\psi}_mE_t\varepsilon_{m,t}/\rho + \hat{\psi}^2 f_t),$$

$$\hat{\sigma}^2 = 1/\rho^2 \{\hat{\beta}^2(\sigma^2_p) + \hat{\gamma}^2(\sigma^2_m) + \psi^2 \}.$$ 

where $y_t$ and $y^c_t$ are expressed by formulas (31) and (43) in Proposition 3.2.

Comparing with Krugman's (1991) model which studies the conditional expectation of $s_t$ with the constant $\nu$, $\nu$ in our model is obviously linearly dependent on $s_t$ and the noneconomic factor $f_t$. Krugman's (1991) model is our special case, if we set $\nu$ constant.

4.2 Probabilities That Exchange Rates Reach Boundaries, and the Time They Stay in the Target Zones

If the exchange rates can maintain in a target zone during a definite time period, the relative stable exchange rates will improve the international trade and investment. It would be very useful for fiscal policy if we know the probabilities that the exchange rates reach the boundaries of the target zones for the first time and the average time the exchange rates remain in the target zones.

To obtain the close-form solution to these questions, we make the following assumption to simplify our model:

(H) $F_t$ and $\hat{\sigma}_t$ are constant in the short run.

Denoting the target zone of the exchange rates by $[s_L, s_u]$, no loss of generality, we assume that $0 < s_L < s_0 < s_u$. We will discuss the properties of the target zone of exchange rates in the following subsections.

4.2.1 Regular Properties of the Target Zone Boundaries

As a target zone $[s_L, s_u]$, the basic condition it must satisfy is that the exchange rates can come back the target zone in a finite time period after they go outside of the zone. This means that according to the theory of SDE in probability theory, $s_L$ and $s_u$ should be the regular boundary points of the process $(s_t)_{t \geq 0}$ (for the definition, see Revuz and Yor (1991)). That is to say that

$$k(s_u) < \infty, m[s_0, s_u] < \infty,$$

$$k(s_L) < \infty, m[s_L, s_0] < \infty,$$

where

$$k(x) = \int_{s_L}^{s} \int_{s_0}^{y} m(dx) s^*(dy),$$

$$m(\Gamma) = \int_{\Gamma} 2/\hat{\sigma}^2 (x) s^*(x) dx, \quad \Gamma \in B([s_L, s_u]),$$

where $m(\cdot)$ is the so-called Feller standard measure of the process $(s_t)$, and

$$s^*(x) = \int_{s_0}^{x} \exp[-\int_{s_0}^{y} 2(F(s) + \rho \tilde{x})/\hat{\sigma}^2 (x) dx] dy,$$

which is the so-called Feller natural scale of the process $(s_t)$.

According to Proposition 3.1 and the hypothesis (H)

$$ds_t = (F + p_s) dt + \hat{\sigma} dz_{s,t},$$

we find that

$$s^*(x) = \int_{s_0}^{x} \{\exp[-\int_{s_0}^{y} 2(F + \rho u)/\hat{\sigma}^2 du] dy,$$

$$= \exp(2F s_0/\hat{\sigma}^2 + s^2_0 \rho/\hat{\sigma}^2) \int_{s_0}^{x} \exp[-\rho y^2/\hat{\sigma}^2 - 2F y/\hat{\sigma}^2] dy.$$

It is easy to see that,

$$k(s_u) < \infty, m[s_0, s_u] < \infty.$$
Therefore, $s_t$ and $s_u$ are regular boundary points of the process $(s_t)$.

4.2.2 Probabilities That Exchange Rates Reach Boundaries for the First Time

We will calculate the probabilities that the nominal exchange rates $s_t$ reach the up-boundary $s_u$ and the low-boundary $s_l$ of the target zone for the first time, respectively. It follows the boundary theory of SDE in probability theory (see Revuz and Yor (1991)) that

$$I_l = P\left( s_{t[s_l, s_u]} = s_t \right) = \frac{[s^*(s_u) - s^*(s_l)]/[s^*(s_u) - s^*(s_t)]}{s^*(s_u) - s^*(s_t)}.$$  \hspace{1cm} (56)

$$I_u = P\left( s_{t[s_l, s_u]} = s_u \right) = \frac{[s^*(s_0) - s^*(s_l)]/[s^*(s_u) - s^*(s_t)]}{s^*(s_u) - s^*(s_t)},$$  \hspace{1cm} (57)

where

$$\tau[s_l, s_u] = \inf\{t > 0: s_t = s_l, \text{or} \ s_t = s_u\}$$

is the time that the exchange rates reach the boundaries of the target zone for the first time. Then $I_l$ and $I_u$ are the probabilities that the nominal exchange rates reach $s_l$ and $s_u$ for the first time respectively.

From equations (56) and (57), we have

$$I_l \cdot \int_{s_l}^{s_u} e^{\omega(y)}dy = \int_{s_0}^{s_u} e^{\omega(y)}dy$$

Differentiating for the fundamental $F$, we get

$$\int_{s_l}^{s_u} e^{\omega(y)}dy/\int_{s_l}^{s_u} e^{\omega(y)}dy \cdot I_F = 2/\hat{\sigma}^2 \left[ \int_{s_l}^{s_u} xe^{\omega(y)}dy/\int_{s_l}^{s_u} e^{\omega(y)}dy - \int_{s_0}^{s_u} xe^{\omega(y)}dy/\int_{s_0}^{s_u} e^{\omega(y)}dy \right].$$

Obviously,

$$\int_{s_l}^{s_u} e^{\omega(y)}dy > 0 \text{ and } \int_{s_0}^{s_u} e^{\omega(y)}dy > 0.$$  \hspace{1cm} (58)

Set $J_x = \int_{s_l}^{s_u} e^{\omega(y)}dy/\int_{s_l}^{s_u} e^{\omega(y)}dy$, then

$$J_x = e^{\omega(x)} / \left[ \int_{s_l}^{s_u} e^{\omega(y)}dy \right] \left[ \int_{s_l}^{s_u} xe^{\omega(y)}dy - x \int_{s_l}^{s_u} e^{\omega(y)}dy \right] > 0.$$  \hspace{1cm} (59)

Because $s_l < s_0$, we have $J_{s_l} < J_{s_0}$ and

$$(1_{l_F})' < 0.$$  \hspace{1cm} (58)

Similarly, differentiating for $\rho$, we can prove that

$$(1_{l_\rho})' < 0.$$  \hspace{1cm} (59)

Using the same method, it is easy to prove that:

$$(1_{u_\rho})' > 0, \ (1_{u_\rho})' > 0.$$  \hspace{1cm} (60)

Then we have following proposition for the properties of the probabilities.

**Proposition 3.** The better (worse) the economic fundamental, the lower (higher) the probability of the exchange rates reaching the low-boundary/up-boundary of the target zone. Increasing the elasticity of the premium rate of exchange rates will decrease/increase the probability that the exchange rate $s$ reach the low-boundary/up-boundary of the target zone.

**Remark:** In recent years, researchers have paid more attention to effects on the changes in exchange rates stemming from the risk (i.e., the standard deviation of shock) of the exchange rates and the non-economic factor. Using equations (17)-(19) along with (20)-(30), and (58)-(60), we can analyze these effects in the following sections.

4.2.3 The Mean Time That the Exchange Rates Maintain in the Target Zones

For any $r_1, r_2$ such that $s_l \leq r_1 < s_0 < r_2 \leq s_u$, we set

$$\tau[r_1, r_2] = \inf\{t > 0: s_t = r_1, \text{or} \ s_t = r_2\}.$$  \hspace{1cm} (61)

The $\tau[r_1, r_2]$ denotes the time of the exchange rates maintaining the interval $[r_1, r_2]$ of the target zone $[s_l, s_u]$. From the boundary theory of SDE in probability theory (see Revuz and Yor (1991)), the mean value of $\tau[r_1, r_2]$ is
E₀(r[r₁, r₂]) = ∫ₙₐ₀ G(s₀, y)m(dy) > 0.

where

\[ G(s₀, y) = (s'(s₀) - s'(r₁))(s'(r₂) - s'(y))/s'(r₂) - s'(r₁), \text{ if } r₁ ≤ s₀ < y ≤ r₂; \]
\[ G(s₀, y) = (s'(y) - s'(r₁))(s'(r₂) - s'(s₀))/s'(r₂) - s'(r₁), \text{ if } r₁ ≤ y < s₀ ≤ r₂. \]

So, by (55) we obtain

\[ E₀(r[r₁, r₂]) = 2/ \int s₀ G(s₀, y) du \{ ∫ s₀ ∫ r₂ dz dy ∫ r₁ r₂ du e^{o(u) + ο(z) - o(y)} + ∫ r₁ ∫ s₀ dz dy ∫ r₁ r₂ du e^{o(u) + ο(z) - o(y)}. \] (62)

Differentiating for \( \bar{σ} \), we obtain the following result:

If \( F < 0 \) and \( ρ < 0 \),

\[ (E₀(r[r₁, r₂]) \bar{σ} < 0. \] (63)

(the proof is provided in Appendix C).

Remark 3: It is clear that the increasing uncertainty of the exchange rates will shorten the mean time remaining in the interval \([r₁, r₂]\), so trying to decrease the uncertainty is a possible method to ensure that the nominal exchange rate \(sₙ\) stays in the target zone.

4.3 The Effects on \( l₁ \) and \( lₜ \) from Uncertainty, the Non-Economic Factors, and the Demand for Money

Using a similar method to prove (58), we can get the following relationship:

\[ (l₁) \bar{σ} > 0, \text{ } (lₜ) \bar{σ} < 0 \quad (F > 0; \quad ρ > 0); \]
\[ (l₁) \bar{σ} < 0, \text{ } (lₜ) \bar{σ} > 0 \quad (F < 0; \quad ρ < 0). \] (64)

Therefore, we can use (19) along with (29), (30), and (63) to analyze the effects on \( l₁ \) and \( lₜ \) from economic parameters and the volatilities of all shocks in our model. In particular, we can analyze the behavior of exchange rates when the economy is attacked.

When the economy is attacked, the shock \( εₘₜ \) of money, the shock \( εₙₜ \) of aggregate demand, the shock of nominal wage, and the shock of the non-economic factor will change frequently, so that the economic policies have to be adjusted accordingly. In a new equilibrium, the economic parameters such as \( η, ξ \) will also be changed. By equations (17)-(19), along with (20)-(30), their changes will affect the values of the fundamental \( F \), the elasticity \( ρ \) of premium rate, and the uncertainty risk \( \bar{σ} \) of exchange rates. Furthermore, according to (58)-(60), and (63), in the situation \( ρ < 0 \) and \( F < 0 \), if \( \bar{σ} \) \( F \), and \( ρ \) increase, then the exchange rates will have larger probability of reaching the up-boundary of the target zone for the first time. Similarly, in the situation of \( ρ > 0 \) and \( F > 0 \), if \( \bar{σ} \) \( F \), and \( ρ \) increase, then the exchange rates will have smaller probability of reaching the up-boundary of the target zone for the first time. These results indicate that the behavior of the exchange rates is dependent upon the status of \( F \) and \( ρ \).

We then examine the effect from the non-economic factor \( fᵣ \). By (19), we know that \( fᵣ \) will lead exchange rates to appreciate or depreciate at different levels of the uncertainty risk. Furthermore, by (17) we have

\[ dF/dᵣ = -ψᵣ. \] (66)

\( ψᵣ \) reflects the degree of the dependence of \( F \) on the non-economic factor \( fᵣ \). The greater the mean-reversion \( ψᵣ \), the more important the non-economic factor \( fᵣ \) is. In particular, by (58) and (66) we have

\[ (l₁) ψᵣ > 0, \text{ } (lₜ) ψᵣ > 0 \quad \text{if } \bar{σ} \text{ increases.} \]

Finally, we discuss the effect of the demand of money. By (17) we have \( dF/dₘₜ = -\bar{ψ} \). IF \( \bar{ψ} < 0 \), the increase of demand for money or the monetary expansion will decrease the fundamental \( F \) and the probability \( l₁ \) will increase. Similarly, if \( \bar{ψ} > 0 \), and the increase of money demand or a monetary expansion will lead to the increase of fundamental \( F \) and the decrease of the probability \( l₁ \). Therefore, the demand for money or monetary policy will affect exchange rates directly. Furthermore, the behavior of exchange rates under different monetary policies such as monetary expansion is dependent upon the sign of \( \bar{ψ} \).

4.4 Analysis of the Effects of Important Macroeconomic Variables on Some Macroeconomic Variables

From the equation (31) in Proposition 3.2, we know the relationship between the domestic output \( y₁ \), the nominal
exchange rate $s_t$, the domestic price level $p_d$, the foreign price level $p^*_t$, the foreign output $y^*_t$, and the demand $m^d_t$ for money. We also note that $dy_t/\partial s_t = a^y_t$. Therefore, if $a^y_1 > 0$ and $s_t$ increases, that is to say, if the domestic currency depreciates, then the output $y_t$ will increase. This fact supports that depreciation of domestic currency encourages its export. The lower exchange rates mean that domestic goods will be much more competitive in the international export market. The increasing of the export will motivate the output. But in particular, in case of a collapse of domestic currency, the economy authority will have to adjust its economic policies to avoid the economic crisis. For example, they would take actions to increase the exchange rate $s_t$.

Furthermore, if $a^y_1 > 0$, then from (32) and (33) we get $\tilde{a} > 0$, then from (36) - (39), we have $a^y < 0$, $a^y_3 > 0$, $a^y_6 > 0$, $a^y_6 > 0$, and $a^y_7 < 0$. Obviously, a positive $a^y_3$ means that the demand $m^d_t$ for money has a positive effect on the output $y_t$. Because $a^y_6 > 0$, $a^y_6 > 0$ and $a^y_7 > 0$, the foreign economic variables such as the price level $p^*_t$ and the output $y^*_t$ also have a positive effect on the domestic output $y_t$. At the same time, if the economy is not in equilibrium at initiation, then the expectation shock $E_t\epsilon_{y,t}$ of the aggregate demand and the expectation shock $E_t\epsilon_{m,t}$ of the demand of money are not zero. Hence, from (59), if $a^y_1 > 0$, then the expectation shock of the aggregate demand will affect output positively, the demand of money on the domestic output is negative. For the domestic price, it is also negative in addition to $a^y_2 < 0$.

5. Conclusion

Based on Dornbusch (1976)'s model, we establish a dynamic model of exchange rates in a small open economy incorporating macroeconomic variables and their shocks. With the explicit expressions of the fundamental and other factors, we analyze quantitative results of exchange rates.

In practice, the exchange rates cannot always stay in the target zones in the long run, it is good enough for the economy authority to remain the exchange rates in the target zones for a definite time period. Using the theory of SDE in probability theory, we investigate the probabilities that the exchange rates reach the boundaries of the target zones for the first time and the mean time in which the exchange rates remain in the target zone. We find that the probability of exchange rates reaching the upper/lower boundary of the target zone is an increasing function of the fundamental variable and elasticity of premium. The uncertainty of the exchange rate has an important effect on the mean time of exchange rates staying in the target zone. We also analyze the effects from all kinds of variables, such as macroeconomic variables with their shocks, the non-economic factor with its shock, the economic parameters, and the volatilities of shocks.
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Appendix

A. The Proof of Proposition 3.1:

**Proof 1** From the formulas (7), (14) and (16), we have

\[ r_t = i_t - \pi [u + \delta (s_t - p_t) + (y - 1)y_t - \sigma_t]. \]

Taking the conditional expectation \( E_t \) for both sides of equations (1) and (2), we get:

\[ y_t = \alpha (s_t + p_t - p_t) + \beta y'_t - \delta r_t + E_t \varepsilon_{y,t}, \quad (67) \]

\[ m''_t - p_t = \phi y_t - \lambda_t + E_t \varepsilon_{y,t}. \quad (68) \]

Then we have

\[ y_t = \alpha (s_t + p_t - p_t) + \beta y'_t - \delta r_t + \pi \delta [u + \delta (s_t - p_t) + (y - 1)y_t - \sigma_t] + E_t \varepsilon_{y,t}. \]

So we have

\[ [1 - \pi \delta (y - 1)] y_t = (\alpha + \pi \delta \delta) (s_t - p_t) - (\delta + \pi \delta \sigma) i_t + \alpha p' + \beta y'_t + \pi \delta u + E_t \varepsilon_{y,t}. \]

Taking this expression into (68) we obtain

\[ \lambda (1 - \pi \delta y + \pi \delta) + \phi \delta (1 + \pi \sigma)] i_t = \phi (\alpha + \pi \delta \delta) + \phi \alpha p' + [(1 - \pi \delta y + \pi \delta) - \phi (\alpha + \pi \delta \delta)] p_t + (\pi \delta y - \pi \delta - 1)m''_t + \phi \delta y'_t + \phi \delta \delta u + (1 - \pi \delta y + \pi \delta) E_t \varepsilon_{m,t} + \phi E_t \varepsilon_{y,t}. \]

Set

\[ a = 1/[\lambda (1 - \pi \delta y + \pi \delta) + \phi \delta (1 + \pi \sigma)], \]

then it implies

\[ i_t = a \phi (\alpha + \pi \delta \delta) s_t + a [1 - \pi \delta y + \pi \delta - \phi (\alpha + \pi \delta \delta)] p_t + a (\pi \delta y - \pi \delta - 1)m''_t + a \phi \alpha p' + a \phi \delta y'_t + a \phi \delta \delta u + a (1 - \pi \delta y + \pi \delta) E_t \varepsilon_{m,t} + a \phi E_t \varepsilon_{y,t}. \]

From the equations (8), (11) and (13) we get

\[ E_t d s_t / d t = (1 + 1/E'_x) i_t - \psi_t \psi_t = [1/E'_x + \pi \lambda (y - 1)/\phi - \pi \sigma] i_t + \pi \delta s_t + \pi \delta (y - 1)/\phi m''_t - \pi [\delta + (y - 1)/\phi] p_t - \psi_t \psi_t + \pi u - \pi (y - 1)/\phi E_t \varepsilon_{m,t}. \]

Set
We complete the proof of Proposition 3.1.

Using the above expression of \( d\) we get:

\[
\hat{\alpha} = \alpha \Phi(\alpha + \pi \delta)(1 + \pi \lambda (y - 1)/\phi - \pi \sigma) + \pi \delta,
\]

\[
\hat{\beta} = a[1 - \pi \gamma \delta + \pi \delta - \Phi(\alpha + \pi \delta)](1 + \pi \lambda (y - 1)/\phi - \pi \sigma) - [\pi \delta + (y - 1)/\phi],
\]

\[
\hat{\gamma} = a(\pi \gamma \delta - \pi \delta - 1)(1 + \pi \lambda (y - 1)/\phi - \pi \sigma) - \pi (y - 1)/\phi,
\]

\[
\hat{\lambda} = \alpha \Phi(\alpha + \pi \lambda (y - 1)/\phi - \pi \sigma) + \pi,
\]

\[
\hat{\theta} = a\Phi(\alpha + \pi \delta)(1 + \pi \lambda (y - 1)/\phi - \pi \sigma) + \pi,
\]

\[
\hat{\phi} = \alpha \Phi(\alpha + \pi \lambda (y - 1)/\phi - \pi \sigma) + \pi,
\]

\[
\hat{\psi}_m = a(1 - \pi \gamma \delta + \pi \delta)(1 + \pi \lambda (y - 1)/\phi - \pi \sigma) - \pi (y - 1)/\phi,
\]

and taking (70) into (69) we know the \( F_t \) and \( \rho \) as follows:

\[
F_t = \beta p_t + \hat{\gamma} m_t^d + \hat{\beta} y_t^d + \hat{\lambda} p_t + \hat{\phi} u - \psi_f f_t + \hat{\psi}_y E_t \varepsilon_{y,t} + \hat{\psi}_m E_t \varepsilon_{m,t},
\]

\[
\rho = \hat{\alpha}.
\]

In the following we calculate \( \hat{\alpha} \).

Differentiating the equations (2) and (3), we obtain that:

\[
dy_t = a \alpha s_t + \alpha dp_t - \alpha dp_t + \beta dy_t^d - \delta dr_t + d\varepsilon_{y,t}
\]

\[
dm_t^d - dp_t = \Phi dy_t - \lambda dt + d\varepsilon_{m,t}
\]

Note that by (14) and (16):

\[
r_t = i_t - \pi \delta (s_t - p_t) + (y - 1)y_t - \sigma_i_t + u
\]

Differentiating it and according to the equation (69) along with the hypothesis (1), we get:

\[
dr_t = (1 + \pi \sigma)ds_t + \pi \delta ds_t + a[1 - \pi \delta(y - 1)]dy_t,
\]

\[
di_t \sim a \Phi(\alpha + \pi \delta)(1 + \pi \lambda (y - 1)/\phi - \pi \sigma) + \pi \delta(y - 1)dy_t,
\]

where and since then "~" means that the terms are equal up to the differential of a finite variant process. So again by the hypothesis (1) we obtain:

\[
\phi(\alpha + \pi \delta)(1 + \pi \sigma) + \pi \delta(y - 1)dy_t,
\]

\[
+ [\phi(\alpha + \pi \delta)(1 + \pi \sigma)]ds_t + a[1 - \pi \delta(y - 1)]dy_t,
\]

\[
-f \Phi(\alpha + \pi \delta)(1 + \pi \sigma) + \pi \delta(y - 1)dy_t,
\]

\[
[1 - \pi \delta(y - 1)]dy_t,
\]

\[
-f \Phi(\alpha + \pi \delta)(1 + \pi \sigma) + \pi \delta(y - 1)dy_t,
\]

\[
-f \Phi(\alpha + \pi \delta)(1 + \pi \sigma) + \pi \delta(y - 1)dy_t,
\]

\[
[1 - \pi \delta(y - 1)]dy_t,
\]

\[
-f \Phi(\alpha + \pi \delta)(1 + \pi \sigma) + \pi \delta(y - 1)dy_t,
\]

\[
[1 - \pi \delta(y - 1)]dy_t,
\]

\[
-f \Phi(\alpha + \pi \delta)(1 + \pi \sigma) + \pi \delta(y - 1)dy_t,
\]

\[
[1 - \pi \delta(y - 1)]dy_t,
\]

\[
-f \Phi(\alpha + \pi \delta)(1 + \pi \sigma) + \pi \delta(y - 1)dy_t,
\]

\[
[1 - \pi \delta(y - 1)]dy_t,
\]

\[
-f \Phi(\alpha + \pi \delta)(1 + \pi \sigma) + \pi \delta(y - 1)dy_t,
\]

\[
[1 - \pi \delta(y - 1)]dy_t,
\]

\[
-f \Phi(\alpha + \pi \delta)(1 + \pi \sigma) + \pi \delta(y - 1)dy_t,
\]

\[
[1 - \pi \delta(y - 1)]dy_t,
\]

\[
-f \Phi(\alpha + \pi \delta)(1 + \pi \sigma) + \pi \delta(y - 1)dy_t,
\]

\[
[1 - \pi \delta(y - 1)]dy_t,
\]

\[
-f \Phi(\alpha + \pi \delta)(1 + \pi \sigma) + \pi \delta(y - 1)dy_t,
\]

\[
[1 - \pi \delta(y - 1)]dy_t,
\]

\[
-f \Phi(\alpha + \pi \delta)(1 + \pi \sigma) + \pi \delta(y - 1)dy_t,
\]

\[
[1 - \pi \delta(y - 1)]dy_t,
\]

\[
-f \Phi(\alpha + \pi \delta)(1 + \pi \sigma) + \pi \delta(y - 1)dy_t,
\]

\[
[1 - \pi \delta(y - 1)]dy_t,
\]

\[
-f \Phi(\alpha + \pi \delta)(1 + \pi \sigma) + \pi \delta(y - 1)dy_t,
\]

\[
[1 - \pi \delta(y - 1)]dy_t,
\]

\[
-f \Phi(\alpha + \pi \delta)(1 + \pi \sigma) + \pi \delta(y - 1)dy_t,
\]

\[
[1 - \pi \delta(y - 1)]dy_t,
\]

\[\xi ds_t \sim \eta(\sigma_{p,t} dz_{p,t} + \sigma_{f,t} dz_{f,t}) - \sigma_{m,t}(1 + \pi \gamma)(1 + \pi \gamma) dz_{m,t} - \Phi \sigma_{y,t} dz_{y,t},
\]

where:

\[
\xi = \phi(\alpha + \pi \delta) + \alpha \lambda (1 - \pi \delta(y - 1) + \pi \delta + \Phi(\alpha + \pi \sigma))(1 - \pi \delta(y - 1) + \pi \delta + \Phi(\alpha + \pi \sigma))(1 - \pi \delta(y - 1) + \pi \delta + \Phi(\alpha + \pi \delta)).
\]

\[
\eta = \phi(\alpha + \pi \delta)(1 - \pi \delta(y - 1) + \pi \delta + \Phi(\alpha + \pi \sigma))(1 - \pi \delta(y - 1) + \pi \delta + \Phi(\alpha + \pi \delta)).
\]

According to Itô's formula and the hypothesis (4) we have:

\[
\xi^2 E_t ds_t^2 = \eta^2(\sigma_{p,t}^2 + \sigma_{f,t}^2) + (\pi \gamma(y - \pi \delta - 1))^2 \sigma_{m,t}^2 + \Phi \eta^2 \sigma_{y,t}^2.
\]

So we obtain that:

\[
\hat{\sigma}_t^2 = E_t(ds_t^2)/dt = (\eta/\xi^2)(\sigma_{p,t}^2 + \sigma_{f,t}^2) + (\pi \gamma(y - \pi \delta - 1))^2 \sigma_{m,t}^2 + (\Phi/\xi^2) \sigma_{y,t}^2.
\]

We completes the proof of Proposition 3.1.
B. Some expressions of Parameters in Proposition 3.2:

\[ b_1 = a \phi (a + \pi \delta \delta), \quad b_2 = a[1 - \pi \delta \gamma + \pi \delta - \phi(a + \pi \delta \delta)], \quad b_3 = a(\pi \delta \gamma - \pi \delta - 1), \]

\[ b'_1 = a \phi \alpha, \quad b'_2 = a \phi \beta, \quad b'_3 = a \phi, \quad b'_4 = a(1 - \pi \delta \gamma + \pi \delta), \quad u^l = a \phi \pi \delta u \]

\[ c_1 = [a'_1 \pi (y - 1) - \pi \sigma b'_1 + \pi \sigma + \theta]/\theta, \quad c_2 = [a'_2 \pi (y - 1) - \pi \sigma b'_2 + \pi \sigma + \theta]/\theta, \quad c_3 = [a'_3 \pi (y - 1) - \pi \sigma b'_3 + \pi \sigma + \theta]/\theta, \]

\[ c'_1 = [a'\pi (y - 1) - \pi \sigma b'_1 + \pi \sigma + \theta]/\theta, \quad c'_2 = [a'\pi (y - 1) - \pi \sigma b'_2 + \pi \sigma + \theta]/\theta, \quad c'_3 = [a'\pi (y - 1) - \pi \sigma b'_3 + \pi \sigma + \theta]/\theta, \]

\[ c''_1 = [a''\pi (y - 1) - \pi \sigma b''_1 + \pi \sigma + \theta]/\theta, \quad c''_2 = [a''\pi (y - 1) - \pi \sigma b''_2 + \pi \sigma + \theta]/\theta, \quad c''_3 = [a''\pi (y - 1) - \pi \sigma b''_3 + \pi \sigma + \theta]/\theta, \]

\[ d''_1 = [\theta_p a''_1 + \theta c''_1 + \theta]/\theta_p, \quad d''_2 = [\theta_p a''_2 + \theta c''_2 + \theta]/\theta_p, \quad d''_3 = [\theta_p a''_3 + \theta c''_3 + \theta]/\theta_p, \quad u'' = [\theta_p a''_1 + \theta c''_1 + \theta]/\theta_p, \quad u'' = [\theta_p a''_2 + \theta c''_2 + \theta]/\theta_p, \quad u'' = [\theta_p a''_3 + \theta c''_3 + \theta]/\theta_p, \]

\[ j'_1 = b'_1 - \theta c'_1 + \theta, \quad j'_2 = b'_2 - \theta c'_2 + \theta, \quad j'_3 = b'_3 - \theta c'_3 + \theta, \quad j'_4 = b'_4 - \theta c'_4 + \theta, \]

\[ j''_1 = b''_1 - \theta c''_1 + \theta, \quad j''_2 = b''_2 - \theta c''_2 + \theta, \quad j''_3 = b''_3 - \theta c''_3 + \theta, \quad j''_4 = b''_4 - \theta c''_4 + \theta, \]

\[ k''_1 = c''_1 - [\sigma_j' + (1 - \gamma)d''_1]/\delta, \quad k''_2 = c''_2 - [\sigma_j' + (1 - \gamma)d''_2]/\delta, \quad k''_3 = c''_3 - [\sigma_j' + (1 - \gamma)d''_3]/\delta, \quad k''_4 = c''_4 - [\sigma_j' + (1 - \gamma)d''_4]/\delta, \]

\[ k''_5 = c''_5 - [\sigma_j' + (1 - \gamma)d''_5]/\delta, \quad k''_6 = c''_6 - [\sigma_j' + (1 - \gamma)d''_6]/\delta, \quad k''_7 = c''_7 - [\sigma_j' + (1 - \gamma)d''_7]/\delta, \quad k''_8 = c''_8 - [\sigma_j' + (1 - \gamma)d''_8]/\delta, \]

C. the proof of \( (E_0(\tau[r_1, r_2]) \cdot \rho^2 < 0 \).

**Proof 2 We know that**

\[
(E_0(\tau[r_1, r_2]) \cdot \rho^2 = -2/\sigma^2 E_0(\tau[r_1, r_2]) + 1/\sigma^4 E_0(\tau[r_1, r_2]) \int_{r_1}^{r_2} e^{\omega(u)}(2F u + \rho u^2) du/ \int_{r_1}^{r_2} e^{\omega(u)} du
+ 2/\sigma^6 \int_{r_1}^{r_2} e^{\omega(u)} du \int_{S_0}^{S_0} dz \int_{r_1}^{r_2} dy \int_{r_1}^{r_2} du e^{\omega(u)(u + \omega)(z - \omega)(y - \omega)(2F(u + z - y) + \rho(u^2 + z^2 - y^2))}
+ \int_{S_0}^{S_0} dz \int_{r_1}^{r_2} dy \int_{r_1}^{r_2} du e^{\omega(u)(u + \omega)(z - \omega)(y - \omega)(2F(u + z - y) + \rho(u^2 + z^2 - y^2))}
= A_1 + A_2 + A_3 + A_4.
\]

**Note that in A_3, u > y > z, so**

if \( F < 0 \) and \( \rho < 0 \), \( 2F(u + z - y) + \rho(u^2 + z^2 - y^2) < 0 \).

We know if \( F < 0 \) and \( \rho < 0 \), \( A_3 < 0 \)

Using the same method, we have if \( F < 0 \) and \( \rho < 0 \), \( A_4 < 0 \)

Evidently, we know

\[ A_1 = -2/\sigma^2 E_0(\tau[r_1, r_2]) < 0, \]

If \( F < 0 \) and \( \rho < 0 \),

\[ A_2 = 1/\sigma^4 E_0(\tau[r_1, r_2]) \int_{r_1}^{r_2} e^{\omega(u)}(2F u + \rho u^2) du/ \int_{r_1}^{r_2} e^{\omega(u)} du < 0. \]

So we know that

If \( F < 0 \) and \( \rho < 0 \),

\[ (E_0(\tau[r_1, r_2]) \cdot \rho^2 < 0. \]