3D-SCoBeP: 3D medical image registration using sparse coding and belief propagation
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Abstract
There are various medical imaging methods which have been used broadly in clinical and medical research. Consequently, the interests in registering and finding similarities of different images for diagnosis, treatment, and the sake of basic science are increasing. As images are typically captured at different times, angles, and often by different modalities, registering (or aligning) one image with another is challenging. In general, the accuracy of registration techniques will affect the performance and robustness of all subsequent analysis. We propose an efficient 3D medical image registration method based on sparse coding and belief propagation for Computed Tomography (CT) and Magnetic Resonance (MR) imaging. We used 3D image blocks as the input features and then we employed sparse coding with a dictionary of the features to find a set of the candidate voxels. To select optimum matches, belief propagation was subsequently applied on a factor graph of voxels generated by these candidate voxels. The outcome of belief propagation was interpreted as a probabilistic map of aligning the candidate voxels to the source voxels. We compared our proposed method (3D-SCoBeP) with the state-of-the-art medical image registration, MIRT and GP-Registration algorithm. Our objective results based on Root Mean Square Error (RMSE) are smaller than those from MIRT and GP-Registration. Our results prove the effectiveness of our algorithm in registering the reference image to the source image.
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1 Introduction
Image registration refers to the process of aligning two or more images obtained from different capturing modules and/or angles, and/or at different times into the same coordination system [1]. Registration is essential in many clinical applications including diagnosis [2], simulating and surgical planning [3]. For example, registration techniques have been used to align a Magnetic Resonance (MR) image to a Computer Tomography (CT) image [4,5]. In surgery, radiotherapy, or radiological intervention, preoperative medical data are used to diagnose, plan, simulate, guide, or otherwise assist a surgeon, or possibly a robot [6]. While the surgical procedure is performed in the coordinate system relative to the patient, the surgical plan is constructed in the coordinate system relative to the preoperative data. The spatial transformation between the plan and the preoperative data is formed by registration. Registration as a central step of processing images in the treatments, allows any voxel defined in the preoperative image to be precisely located in the patient coordinate system.
This can aid the surgeon by delineating the position of the surgical instruments relative to the ultimate target. Images of similar or different modalities need to be aligned for navigation, detection, data-fusion and visualization in medical applications [7]. Medical image registration still presents many challenges. For example, finding a one-to-one correspondence between several scans of the patient is difficult, because the body of the patient can be subject to sudden changes or the modality of the scans can be different. The first one makes the transformations between scans highly non-rigid and the last one creates significantly different images in overall appearance and resolution [8]. Many medical image registration methods have been developed in the last two decades [1-16]. These can be divided into two major categories, namely, direct and feature based matching. Direct methods use all available image data, and they result in very accurate registration if initialization points are close to target points at the beginning of the registration procedure [11]. For instance, a general purpose registration algorithm for the medical images has been developed which incorporates both geometric and intensity transformation [10]. The authors modeled the transformation with a local affine model and a global smoothness constraint. Intensity variations are also modeled with local changes in brightness, contrast and a global smoothness constraint. Moreover, Myronenko and Song used the definition of the similarity measure to propose a registration method [9]. They derived the similarity measure by analytically solving for the intensity correction field and its adaptive regularization. The final measure was interpreted as one that favors a registration with minimum compression complexity of the residual image between the two registered images.

Feature-based registration methods, utilize invariant features (especially around Harris corners) to ensure reliable matching. As a result, feature-based methods are independent from an initialization point [13]. Also, feature-based registration methods obtain the transformation parameters from the set of extracted features. For example, Glocker et al. used different levels of smoothness in modeling medical images and then used Markov Random Fields (MRFs) to formulate image deformations [12]. Liu et al. [17, 18] and Elbakary et al. [19] registered multi-modal medical images using banks of local Gabor and Gaussian filters to evaluate the frequencies. The number and characteristics of filters in those works were selected empirically. Staring et al. [20] incorporated multiple image features including the intensity gradients and Hessians. They combined parametric cubic B-splines, and an iterative stochastic gradient ascent optimization [21, 22] to solve the registration problem.

Image-registration techniques based on type of deformation have been divided into two categories: “rigid” and “non-rigid”. In the rigid techniques, like [14], images are assumed to have rotation and translation only but in the non-rigid techniques, like [23], images can have restricted localized stretching. For example, in brain image registration with different modalities, a rigid body approximation is sufficient due to relatively little changes in brain shape over a short period between scans. Roche, G, et al. formulated the rigid registration problem based on general image acquisition model and cast the problem of finding a similarity measure into their maximum likelihood problem [14]. Then, they derived similarity measures for different modeling assumptions. Their experimental results concentrated on the multi-modal images of the brain. Sabuncu et al. introduced an entropy-based algorithm for registering rigid multi-modal images that incorporates spatial information [24]. Spatial feature vectors obtained from the images and a minimum spanning-tree approach were used to estimate the conditional higher-dimensional entropy. They minimized the Jensen-Renyi divergence between the learned and new joint intensity distributions with a gradient descent method.

As an example for non-rigid registration techniques, Likar et al. [23] proposed a hierarchical image subdivision strategy to perform a non-rigid registration method based on mutual information. The non-rigid matching problem was decomposed into a Thin-Plate-Spline-based (TPS) elastic interpolation of multiple local rigid registrations of sub-images. One of the sub-categories of the non-rigid image registration is topology preserving registration. In these kinds of methods, the existing structures are kept, no new structures are allowed to be added, and neighborhood relationships between the structures are preserved. For example, Musse et al. [15] proposed a parametric topology-preserving deformable image registration using the Gauss-Seidel optimization method. The Jacobian of the mapping was controlled over the domain of the transformation to ensure topology preservation. The authors derived the necessary and sufficient conditions for the
determinant of the Jacobian of such transformations to be continuously positive everywhere and applied their method to the 2D images.

Based on the dimensions of input data, the registration method can be categorized as 3D or 2D registration techniques. The 3D registration method normally applies to the registration of two tomographic datasets but the 2D registration may apply to the separate slices from tomographic data. Also, a 3D to 2D registration may help to transfer the acquired 3D data to the 2D data, to facilitate treatment planning. In [25-27], the authors developed automated intensity-based algorithms for updating a 3D position of an interventional instrument using a single plane angiogram registered to a 3D volume. Penney et al. aligned preoperative CT and intraoperative fluoroscopy images where the surface-target registration errors were of the order of 12 mm [25]. Hipwell et al. expanded the former method to registering 3D cerebral Magnetic Resonance Angiography (MRA) with 2D X-Ray angiograms [26] where their RMSE were 1.5 ± 0.9 mm for 85% of the clinical images [26]. Byrne et al. [27], extended Penney et al. work and registered 3D X-ray Digital Subtraction Angiography (3DDSA) images. Their registration method accuracy was 1.3 ± 0.6 mm in the clinical study of the two images with the same modality.

Many researchers incorporate smoothness (or spatial coherence) conditions by reformulating matching into an optimization problem [28, 29]. For example, Tang and Chung [29] assigned a vector displacement label indicating the position in the test image to each pixel in the reference image. They used a smoothness constraint based on the first derivative to penalize sharp changes in displacement labels across pixels. Then they employed a graph-cuts method to solve that labeling problem. Moreover, Liu et al. [28] used belief propagation to optimize cost function incorporated with smoothness constraints which encourage similar displacements of near-by pixels.

In this paper, we propose a dense, registration technique by aligning two CT or MR images using sparse coding and belief propagation. First, we build an over complete dictionary out of all 3D features of a reference image [30]. Note that since the dictionary is constructed by padding the features directly, we only need to normalize each column. We then find a set of the candidate voxels for each voxel of the source image using sparse coding out of the constructed dictionary. The match score of each candidate voxel will be evaluated taking both local and neighboring information into account using belief propagation [31]. The best match will be selected as the candidate with the highest score. For those voxels with belief less than the threshold $\theta$, we use graph-cuts algorithm [32] to find the proper matches. In comparing to the state-of-the-art belief propagation based registration methods, the key innovation of the proposed approach (3D-SCoBeP) is the inclusion of a preprocessing step to preselect good candidate registration points for each voxel. Belief propagation is very powerful optimization technique, but if the size of the problem increases, it is more difficult to obtain a good local optimum. This restricts the size of the search range for each voxel. In prior approaches such as SIFT-flow [28], the search range is simply chosen as a patch containing neighboring voxels around each target voxel. In contrast, a preprocessing step is used to carefully preselect candidate registration points for each voxel in the 3D-SCoBeP. Since these candidate points are selected from any voxel in the image, the search range of the 3D-SCoBeP is much larger than prior approaches and essentially covers the entire image. This is a main reason for the improvement of the 3D-SCoBeP over the prior works.

A naïve approach computes the Mean Square Error (MSE) of the input patch with each possible patch of the reference image and selects patches that have the smallest MSEs. These kinds of approaches have poor diversity which means the candidate patches are concentrated in a small region. Furthermore, the naïve approach may fail to find the true corresponding match points. It is possible that the naïve approach returns a set of candidates where all of them concentrate around a wrong point. Instead, we propose to find candidate match points using sparse coding. The intuition is that if these candidate patches are similar enough to the source patch, we should be able to construct a source patch out of good candidate patches (so they correspond to a sparse coding solution). With our technique, the sparse coding outputs the patches that can reconstruct the original patch through a linear combination. The resulting patches of sparse coding are likely to be complementary to each other and so provide a better diversity than the naïve solution.
The proposed method described here is inspired by our recent works, SCoBeP [33] to answer the current challenges in the medical data alignment which are: 1) the patient body movements while capturing the data, 2) the patient body tissue changes due to progress of disease or treatment and 3) different sampling rates of the data because of different sampling rates along the directions. A preliminary version of this work has been reported in [34]. Since then, much research has been done and the novel components in addition to the aforementioned works are summarized as follows: (1) Using 3D feature of input data which makes the proposed method more accurate than the other state-of-the-art methods; (2) Identifying the best similar matches based on the local and the geometric characteristics using a 3D factor graph, which efficiently trades off both characteristics optimally; (3) Employing a graph-cuts method as a post-processing method which further refines the matches obtained from the belief propagation step.

The rest of the paper is organized as follows. In the next section, we will review some basic concepts of sparse coding and belief propagation. Then in Section 3 we will introduce the concept of our 3D-SCoBeP and the inference algorithm. Finally, in Section 4, we will show our simulation results, followed by a brief conclusion in Section 5.

2 Background
In this section, we will briefly review two core techniques need in our method: sparse coding and belief propagation.

2.1 Sparse coding
Consider a signal \( y \in \mathbb{R}^M \) and a fat matrix \( D \in \mathbb{R}^{M \times N} \), where we say the matrix is “fat” since \( M \ll N \). We are interested in representing \( y \) with the column space of \( D \in \mathbb{R}^{M \times N} \), i.e., finding \( \alpha \in \mathbb{R}^N \) such that \( y = Da \). Since \( D \) is fat, \( \alpha \) is not unique. However, if we also restrict \( \alpha \) to be the sparsest vector to satisfy \( y = Da \) (i.e., \( \alpha \) that has fewest number of non-zero elements), then in theory there is a unique solution. Sparse coding precisely considers the aforementioned problem of finding a sparse \( \alpha \) such that \( y = Da \) is satisfied. Mathematically, we can write the problem as

\[
\hat{\alpha} = \arg \min ||\alpha||_0 \quad \text{subject to } y = Da. \tag{1}
\]

However, this \( l_0 \) optimization problem is NP-complete [35] and thus several alternative methods have been proposed to solve it [36]. For example, when a sufficiently sparse solution actually exists, substituting the \( l_1 \) norm for the \( l_0 \) pseudo-norm in (1) as below

\[
\hat{\alpha} = \arg \min ||\alpha||_1 \quad \text{subject to } y = Da \tag{2}
\]

will still result in the same solution [35]. Moreover, solving this modified problem is much easier since it can be readily transformed into a linear programming problem. Besides linear programming, many other suboptimal techniques have been proposed to solve (2), including orthogonal matching pursuit [37], gradient projection [38] and subspace pursuit [39].

2.2 Subspace pursuit [39]
Subspace pursuit (SSP) is a \( l_1 \)-Norm minimization method which has a reconstruction capability compared to the Linear Programming (LP) methods, and has very low reconstruction complexity of matching pursuit techniques for very sparse signals. For any sampling matrix \( A \) satisfying the restricted isometry property (RIP) [40] with a constant parameter independent of \( K \), the Subspace pursuit algorithm can recover arbitrary K-sparse signals exactly from its noiseless measurements.

When the measurements are inaccurate and/or the signal is not exactly sparse, the reconstruction distortion is of order a constant multiple of the measurement and/or signal perturbation energy. More precisely, for very sparse signals with \( K = O(\sqrt{N}) \) where \( N \) the number of columns of \( A \), which, for instance, the computational complexity of the Subspace
pursuit algorithm is upper bounded by $O(mNK)$, but can be further reduced to $O(mN\log K)$ when the nonzero entries of the sparse signal decay slowly (For more information about the details of the Subspace pursuit, please read Ref. 39).

2.3 Belief Propagation and message passing

Belief Propagation (BP) \cite{31} is an approximate inference method used on graphical models such as factor graphs. It is performed by passing messages through the factor graph of a given problem. Define $N(i)$ and $N(a)$ as two sets of neighbors of a variable node “$i$” and a factor node “$a$”, respectively, and denote $m_{i\rightarrow a}$ and $m_{a\rightarrow i}$ as the forward and backward messages from node “$i$” to node “$a$”. The message itself is a vector containing current beliefs of a node mapping to all possible values. For example, $m_{a\rightarrow i}(x_i)$ can be interpreted as the belief of node “$a$” that how probable is the pixel of node $i$ to map to location $x_i$ in the factor graph. Message updates for $m_{i\rightarrow a}$ and $m_{a\rightarrow i}$ will be based on the messages received by the incoming messages towards nodes $i$ and $a$, respectively. More precisely, they are given by \cite{31}

$$m_{i\rightarrow a}(x_i) = \prod_{b \in N(i) \setminus a} m_{b\rightarrow i}(x_i)$$

$$m_{a\rightarrow i}(x_i) = \sum_{x_a \setminus x_i} f(x_a) \prod_{j \in N(a) \setminus i} m_{j\rightarrow a}(x_j)$$

where we use $N(a) \setminus i$ to denote the neighbor of node $a$ excluding node $i$.

3 Proposed method

As mentioned in Section 1, in the medical image applications we need dense registration so that for each point of the source data a corresponding match point will be found in the reference data. This section describes the implementation details of our proposed registration method for the 3D medical data which is based on sparse coding and belief propagation.

First, we extract the features from the 3D reference data $\{x_i\}_{i=1}^{k_x} \in \mathbb{R}^{M \times N \times K}$ and the 3D source data $\{y_i\}_{i=1}^{k_y} \in \mathbb{R}^{M \times N \times K}$ where $k_x$ and $k_y$ are the numbers of the reference and the source image slices, respectively. In this paper, we focus on only using 3D block features even though the proposed approach can generally be applied to other features (such as SIFT-features \cite{41} or Gabor-features \cite{42}). The 3D feature block is a rectangular cube neighbor around each voxel of the 3D data which we reorder as a 1D vector. Thus, each feature considered here is essentially a vectorized 3D block centered around a voxel in a 3D data.

Second, we create a dictionary $\mathcal{D}$ which contains all extracted feature vectors of the reference data to match to the corresponding extracted features of the source data. The dictionary includes all vectorized 1D features as its columns where all of them have been normalized. We then apply sparse coding to each extracted feature of the source data. Sparse coding will reconstruct a 3D source patch at voxel $[i,j,k]$ as a linear combination of the reference 3D patches. Note that the representation coefficients $\alpha_{ijk}$ should be sparse, i.e., it should be 0 for most coefficients. To select the n candidate voxels, we simply pick those corresponding to n largest coefficients in the sparse coefficient vector. We denote a set as a $n \times 3$ matrix storing the locations of these candidate voxels and a probability vector $\rho$ as a length-$n$ vector storing the corresponding probabilities of the sparse coefficient vector. Each coefficient in the probability vector $\rho_{ijk}$ serves as a prior probability of matching the 3D source patch centered around voxel $[i,j,k]$ to a 3D patch of the reference data. This probability vector is taking only local characteristics into account but ignoring geometric characteristics of the matches.

Finally, to incorporate these geometric characteristics, we model the problem by a factor graph and apply BP to identify the best matches similar to \cite{43}. We consider a 3D lattice factor graph as follows: For each voxel in the source 3D data, one variable node was assigned and then we connect each variable node to its six neighbors by a factor node (see Figure 1). Also, we consider one extra factor node for each variable node to take care of prior probabilities of the candidate points. In
our model, the factor function \( f(x_i, x_j) \) which can be interpreted as the local belief mapping nodes \( i \) and \( j \) to \( x_i \) and \( x_j \) can be used to impose the geometric constraint described earlier. Intuitively, since \( x_i \) and \( x_j \) are the corresponding mapped match points in the reference image of two neighboring voxels in the source image, we expect the probability of getting \( x_i \) and \( x_j \) to decrease as their distance apart increases. Therefore, in this paper, we model the function of the factor node between two particular variable nodes \( x_i \) and \( x_j \) with a Gaussian kernel as

\[
f(x_i, x_j) = e^{-\frac{|x_i - x_j|^2}{\sigma^2}}
\]  

(5)

where \( \sigma^2 \) is a parameter to control the relative strength of the geometric constraint imposed by a neighboring node. If we increase the value of \( \sigma^2 \), the belief of each variable node will have less effect on its neighbors.

Figure 1. Three dimensional factor graph of medical data used in Belief Propagation: for each voxel in the source 3D data, one variable node was assigned to incorporate these geometric characteristics. We connect each variable node to its six neighbors by a factor node and incorporate one extra factor node to store initial probabilities. A part of two slices of medical data corresponding factor graph is shown. This factor graph can be extended on X-axis, Y-axis and Z-axis.

To synthesize the source image, we replaced each voxel of the source image with the selected candidate voxel from the reference image where its probability is more than the threshold \( \theta \). If the final maximum belief of the selected point was less than the threshold \( \theta \), we employ graph-cuts algorithm \cite{32, 44} to find the correspond voxel. First, for voxels with maximum belief more than \( \theta \), we calculate the movement of each voxel of reference data in comparison to the source data and create the displacement matrix \( \beta \). Then, we feed the displacement matrix \( \beta \) to graph-cuts algorithm to estimate the disparity of voxels with unsatisfactory beliefs. In the graph-cuts algorithm, we initialize the label of each voxel by its displacement value if its input belief is small then threshold \( \theta \) and by average displacement value of all voxels otherwise. The data term is defined by a quadratic function of the distance between the current label and the desired label, and the smoothness term is defined by a linear function of the distance between the current label and its neighborhood label. The neighborhoods are the same as which we used in the BP step and the swap algorithm of graph-cuts is applied to label voxel with beliefs less than the threshold \( \theta \).

Implementation

This section describes the implementation’s details of our proposed registration method. The main procedure for our proposed registration method is summarized in Algorithm 1.

Implementation Details:
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\[ Y = \text{ExtractDenseFeature}(\{y_j\}_{j=1}^{k_y}) \] presents a 3D block extractor algorithm using \( \{y_j\}_{j=1}^{k_y} \) as a source data. More precisely, we consider a 3D block of size \( S = (2a + 1) \times (2b + 1) \times (2c + 1) \) containing neighboring voxels around each voxel on a 3D data, where \( a, b \) and \( c \) are positive integers. For each voxel \( p_{l_{i,k}} \) in the source data \( \{y_j\}_{j=1}^{k_y} \), we vectorized the 3D block centered around the voxel \( p_{l_{i,k}} \) to a feature vector \( y_{l_{i,k}} \in \mathbb{R}^{S \times 1} \). A source feature \( Y \in \mathbb{R}^{M \times N \times K \times S} \) is then constructed from \( y_{l_{i,k}} \) as follows:

\[ Y = \{y_{l_{i,k}}, 1 \leq i \leq M, 1 \leq j \leq N, 1 \leq k \leq K, \ t \in S\} \tag{6} \]

Note that \( X \) is created in the same manner as \( Y \) but instead from the reference data \( \{X_s\}_{s=1}^{k_x} \).

\begin{algorithm}
\begin{algorithmic}
\STATE \textbf{Inputs:} a reference data \( \{X_s\}_{s=1}^{k_x} \in \mathbb{R}^{M \times N \times K} \), a source data \( \{y_j\}_{j=1}^{k_y} \in \mathbb{R}^{M \times N \times K} \), a threshold \( \theta \), the number of the candidate points \( n \)
\STATE \textbf{Extract 3D dense feature and construct dictionary:}
\begin{itemize}
  \item \( D = \text{MakeDic}(X) \)
  \item \( X = \text{ExtractDenseFeature}(\{X_s\}_{s=1}^{k_x}) \)
  \item \( D = \text{MakeDic}(X) \)
\end{itemize}
\STATE \textbf{Find the initial estimate of the candidate voxels:} For each vector \( y_{l_{i,k}} \in Y \) perform:
\begin{itemize}
  \item \( \alpha_{l_{i,k}} = \text{FindSCV}(D, y_{l_{i,k}}) \)
  \item \( [L_{l_{i,k}}, p_{l_{i,k}}] = \text{FindTopSCV}(n, \alpha_{l_{i,k}}) \)
\end{itemize}
\STATE \textbf{Refine the candidate voxels:}
\begin{itemize}
  \item \( \hat{\rho} = \text{BP}(L, \rho) \)
\end{itemize}
\STATE \textbf{Find the correspond voxels:}
\begin{itemize}
  \item \( [Z, \beta] = \text{Warp}(X, \hat{\rho}, L, \theta) \)
\end{itemize}
\STATE if there is a voxel with probability less than \( \theta \) then
\begin{itemize}
  \item \( Z = \text{Graphcuts}(X, \beta, \theta) \)
\end{itemize}
\STATE \textbf{Output:} the estimated version of the registered image \( Z \)
\end{algorithmic}
\end{algorithm}

\[ Y = \{y_{l_{i,k},t}, 1 \leq i \leq M, 1 \leq j \leq N, 1 \leq k \leq K, \ t \in S\} \]

Although there are several methods to solve (8)\(^{[37-39]}\), in our work, we employ Subspace Pursuit (SP)\(^{[39]}\) because of its computational efficiency.

\[ [L_{l_{i,k}}, p_{l_{i,k}}] = \text{FindTopSCV}(n, \alpha_{l_{i,k}}) \] picks up the \( n \) largest coefficients of \( \alpha_{l_{i,k}} \) as \( n \) candidates. \( L_{l_{i,k}} \) as an \( n \times 3 \) matrix stores the locations of these candidate voxels and \( p_{l_{i,k}} \) as a length-\( n \) vector stores the corresponding...
values of $L_{ij,k}$. Each coefficient in $\rho_{ij,k}$ serves as a prior probability of matching the source patch at $[i, j, k]$ to a patch centered around the voxel $x_{ij,k}$. After finding the candidate locations $L_{ij,k}$ and their initial probabilities $\rho_{ij,k}$ for each voxel, we concatenate the results and construct following matrices:

$$L = [L_{1,1,1} \ldots L_{1,1,k} \ldots L_{1,N,K} \ldots L_{M,N,K}]$$  \hspace{1cm} (9)

$$\rho = [\rho_{1,1,1} \ldots \rho_{1,1,k} \ldots \rho_{1,N,K} \ldots \rho_{M,N,K}]$$  \hspace{1cm} (10)

which we will use to apply belief propagation at the next step.

- $\hat{\rho} = BP(L, \rho)$ models the problem by a factor graph and applies belief propagation \cite{31} to update probability $\rho$. The updated probability $\hat{\rho}$ can be used to register the reference data onto the source data. In our case, we assign a variable node for each voxel in the source data and connect each pair of neighboring voxels with a factor node. Also, we introduce one extra factor node to take care of the prior knowledge obtained in the sparse coding step for each voxel of the source data (for more details, see \cite{33}).

- $[Z, \beta] = Warp(X, \hat{\rho}, L, \theta)$ returns the registered image $Z$ and a displacement matrix $\beta$ which contains the movement of each voxel of reference data. This matrix can be used to refine the result of the voxels with a probability less than $\theta$.

- $Z = Graph\text{-}cuts(X, \beta, \theta)$ applies the graph-cuts method to find the displacement of the voxels with a probability less than $\theta$ and returns the registered image $Z$. The displacement matrix $\beta$ keeps the movement of the voxels and marks the area with a probability less than $\theta$. We feed the matrix $\beta$ to graph-cuts algorithm and initialize the label of each voxel by the average displacement value of all voxels if it is marked in the matrix $\beta$ and by its displacement value otherwise. We use a quadratic function of the distance between the current label and the desired label as the data term and a linear function of the distance between the current label and the neighboring label as the smoothness term. The graph-cuts algorithm updates the matrix $\beta$ and we use the new displacement matrix to find the corresponding voxels.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{sparse_representation.png}
\caption{Sparse representation of a feature vector $y_{ij,k}$ with a dictionary: $\mathcal{A}_{ij,k}$ as a sparse vector constructs the feature vector $y_{ij,k}$ using a few columns (highlighted in gray) of dictionary $\mathcal{D}$.}
\end{figure}

### 4 Experimental results

The utility and novelty of our medical image registration algorithm lies in the fact that it can handle images captured not just from a single plane but also from different planes. Hence, in this section, we studied the performance of our method for both cases and compare it with the different registration methods.

In a brief statement, we presented two experiments in this section: the 3D CT image registration taken along a same direction in Section IV-A where we consider the problem of registering two lung CT images of one person from two different times, and 3D MR image registration taken along different directions in Section IV-B where two brain MR
images were captured along the X–Z (sagittal) and the X–Y (transverse) planes. We implemented the 3D-SCoBeP algorithm in Matlab and tested it on a Pentium 3 GHz (11-GB RAM) machine.

4.1 3D CT image registration taken in same directions

To evaluate the performance of our approach, we conducted tests on the data sets LIDC-IDRI \[^{45}\] where the size of each slice of the CT images is $512 \times 512$ voxels. Throughout the experiments, the following parameters were used: the number of the candidate voxels $n$ is set to be 4, $a = b = 3$ and $c = 2$. To synthesize the source image, we replaced each voxel of the source CT image with the selected candidate voxel from the reference CT image. In other words, we map the reference CT image onto the source image using the updated probabilities and the candidate voxels location. In our work, we select the most probable voxel after the BP step as the best match voxel. We assume that our registration method successfully finds a match for an input voxel if the most probable candidate has belief larger than a threshold $\theta = 0.3$. Otherwise, we assume no “best match” is found. The threshold $\theta$ can be chosen empirically which was the way that we chose in Figure 4 and 5 to express the results.

Figure 3 shows the result of the 3D-SCoBeP and MIRT \[^{9}\] with a 3D perspective. In this figure, we decided to show only a part of the CT images because the inside details of the lung are more important than the tissue around it. Figure 3(a) and 3(b) are the reference and the source CT image, respectively. Figure 3(c) shows the result of 3D-SCoBeP where we used the voxel of the reference data to synthesize the source data. We created one RGB image where its first channel was assigned to the intensity of source CT image and its third channel was equal to 255. We assigned the reference CT image intensity, the MIRT result and the 3D-SCoBeP result to the second channel, respectively. Therefore, Figure 3(d) corresponds to the initial state and Figure 3(e) and 3(f) are final state of the MIRT and the 3D-SCoBeP. Note that in Figure 3(c), we display a pure result of the proposed method which only the voxels with a probability more than the threshold $\theta$ was shown, therefore there are some dark voxels in this figure. For those voxels with probability less than $\theta$, the analysis of motion fields of neighborhood voxels could be used to estimate their motions. It means, one can extract the motions of voxels which have probability more than $\theta$ in each direction and apply the graph cuts method \[^{32}\], median filter, or moving average to estimate the motion of voxels with probability less than threshold $\theta$.

Figure 3. Result of 3D-SCoBeP on Lung CT images. (a) The reference CT image; (b) The source CT image; (c) The 3D-SCoBeP result; (d) The comparison between correspondent voxel between the source and the reference; (e) The comparison between correspondent voxel between the source and the MIRT result; (f) The comparison between correspondent voxel between the source and the 3D-SCoBeP result; In (d)-(e) we used a RGB image where the first channel of the image was assigned to the source image intensity and the second channel to the reference, MIRT, 3D-SCoBeP results, respectively.
We now proceed to compare the 3D-SCoBeP with other approaches; Figure 4 and 5 show the output of our proposed method compared to two of the state-of-the-art methods: the MIRT \cite{9} and GP-Registration \cite{10}. In these figures, we select only one slice of CT image to show the weaknesses and strengths of each technique. Figure 4(a) and 5(a) correspond to the reference CT image and Figure 4(b) and 5(b) correspond to the source CT image. Figure 4(c)-(e) and 5(c)-(e) show results using MIRT \cite{9}, GP-Registration \cite{10} and 3D-SCoBeP. The warped images using MIRT with highlighted artifacts are shown in Figure 4(h) and 5(h) and the warped images using GP-Registration with highlighted artifacts are shown in Figure 4(i) and 5(i). The estimated images generated from the 3D-SCoBeP with highlighted areas are shown in 4(j) and 5(j).

**Figure 4.** Registration result of the lung CT images that were captured with six months gap. (a) Source image; (b) Reference image; (c) MIRT \cite{9} [RMSE: 24.31]; (d) GP-Registration \cite{10} [RMSE: 28.78]; (e) 3D-SCoBeP [RMSE: 21.73]; (f) Source image (zoom in); (g) Reference image (zoom in); (h) MIRT \cite{9} (zoom in); (i) GP-Registration \cite{10} (zoom in); (j) 3D-SCoBeP

**Figure 5.** Registration result of the lung CT images that were captured with three months gap. (a) Source image; (b) Reference image; (c) MIRT \cite{9} [RMSE: 7.71]; (d) GP-Registration \cite{10} [RMSE: 7.38]; (e) 3D-SCoBeP [RMSE: 4.18]; (f) Source image (zoom in); (g) Reference image (zoom in); (h) MIRT \cite{9} (zoom in); (i) GP-Registration \cite{10} (zoom in); (j) 3D-SCoBeP (zoom in).
To quantify our registration performance, we used the root mean square error (RMSE) measure between the true and estimated transformations:

\[ \varepsilon_{\text{RMSE}} = \sqrt{\frac{1}{N} \sum \| \tau - \hat{\tau} \|^2}, \]  

(11)

where \( N \) is the number of voxels in the reference and \( \tau \) and \( \hat{\tau} \) are the source image and the estimated transformation respectively. In the term of the RMSE, we compare the source image with the output of the 3D-SCoBeP, MIRT and GPRegistration and the results are shown under (c), (d) and (e) of Figure 4 and 5. However, in Figure 4, the RMSE values for the MIRT and GP-Registration are 24.31 and 28.78, respectively. Although, The MIRT generates the result with the lower RMSE value, the GP-Registration preserves the structures better. Our proposed technique shows an improved qualitative and quantitative result. The 3D-SCoBeP preserves the structure as precise as GP-Registration and also has the less RMSE value, 21.73, in comparison to two other methods. We marked the critical areas with red color to emphasize the weaknesses and strengths of each technique. However, we quantified our registration performance and the other methods using the root mean square error (RMSE) for each figure. In Figure 5, all three methods show the same structure preservation but the RMSE value of the 3D-SCoBeP is much less than the RMSE value of MIRT and GP-Registration.

4.2 3D MR image registration taken in different directions

In this section, we are trying to align the medical data shown in Figure 6 and 7 where the brain MR images captured in parallel to the X–Z (sagittal) and the X–Y (transverse) planes, respectively. The X-axis is from left to right along the column direction in Fig. 6 and is from anterior to posterior along each slice in Figure 7. The Z-axis and Y-axis are from the first slice to the last slice along the plane direction in Figure 6 and 7, respectively.

![Figure 6](http://ijdi.sciedupress.com)

**Figure 6.** Brain MR images captured in parallel to X–Y (transverse) plane

Here, the captured data are slices of brain image, where each one has 320×320 voxels. In this case, we use 200 slices which were captured in parallel to the X–Y (sagittal) plane as the reference data and 180 slices in parallel to the X–Z (transverse) plane as the source data. For registering this kind of 3D data, we first map each reference and source to a template data in size of 320 × 320 × 320 using B-Spline interpolation \cite{46}.
Note that we set $a = b = c = 7$ and keep all the parameters as the same as previous section. Then, we apply the 3DSCoBeP on the interpolated data. Figure 8(a) and 8(b) show the reference and the source data, respectively. Figure 8(c) shows the output of 3D-SCoBeP. In Figure 8(d), we present the motion field in one of the slices in parallel to the X–Y (sagittal) plane which the darker points have less movement (minimum three pixels movement) and the lighter points are the area with more displacement (maximum sixteen pixels movement). In the other words, the selected area has three pixels translation in compared to the reference data. Also, the distance between the slices in Y direction is not uniform. These slices are closer to each other in the area that is darker in Figure 8(d). Note that all selected voxels’ probabilities are bigger than the threshold $\theta$.

The computational complexity of 3D-SCoBeP can be determined by considering the following three steps: 1) extracting dense features and constructing dictionary, 2) finding candidate points via sparse coding, and 3) applying BP. Assume the size of the test and reference images are the same and both have $m^3$ pixels. The required time of feature extraction will be $O(m^3)$. As for dictionary construction, the only time needed is for the normalization of each column, which requires $O(m^3)$ amount of time. Thus the total time complexity of the first step is $O(m^3)$. In the second step of the 3D-SCoBeP, the time complexity of SP is $O(\log(f) m^6)$ [47], where $f$ is the number of iteration for finding the sparse vector. Since we have to repeat the process of finding candidate points for all $m^3$ feature vectors, the time complexity of finding candidate points by SP is $O(\log(f) m^6)$. In the third step, the time complexity of BP in our factor graph is $O(vn^3m^6)$, where $v$ is the number iterations before converging. Consequently, if the 3D-SCoBeP uses SP, its time complexity will be $O(m^3 + \log(f) m^6 + vn^3m^6)$. The complexity associated with the second step takes 90% of the overall complexity of 3DSCoBeP.

![Figure 7. Brain MR images captured in parallel to X–Z (sagittal) plane](image)

![Figure 8. Result of 3D-SCoBeP on Brain CT images. (a) The reference CT image where the CT slices were taken in parallel to X–Z (sagittal) plane; (b) The source CT image where the CT slices were taken in parallel to X–Y (transverse) plane; (c) The 3D-SCoBeP result; (d) motion field in the X–Y (transverse) plane for one selected slice.](image)
5 Discussion and conclusion

In conclusion, we have proposed an effective registration method based on a sparse coding and belief propagation. The proposed method can be used for both rigid and non-rigid registration. Our technique executes registration by first running sparse coding over an over-complete dictionary out of 3D features of the reference image to gather possible match candidates. Belief propagation is then applied to eliminate bad candidates and to select optimum matches. The experimental result illustrates that our proposed algorithm compares with the high accuracy MIRT method by Myronenko and Song [9] and the state-of-the-art GP-Registration by Periaswamy and Farid [10] over the CT and MR images. In addition, we used a 3D factor graph for the entire 3D data instead of using a 2D factor graph per slice. This new strategy along with using graph-cut method that refines the disparity of each voxel enables us to register 3D data captured parallel to the sagittal plane into 3D data captured parallel to the transverse plane.
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