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Abstract
The complexity and the dynamism of oil spillages make it difficult for planners and responders to produce robust plans towards
their management. There is need for an understanding of the nature, sources, impact and responses required to prevent or control
their occurrence. This paper develops an intelligent hybrid system driven by Sugeno-Type Adaptive Neuro Fuzzy Inference
System (ANFIS) for the identification, extraction and classification of oil spillage risk patterns. Dataset consisting of 1008
records was used for training, validation and testing of the system. Result of sensitivity analysis shows that Cause, Location
and Type of spilled oil have cumulative significance of 85.1%. Optimal weights of Neural Network (NN) were determined via
Genetic Algorithm with hybrid encoding scheme. The Mean Squared Error (MSE) of NN training is 0.2405. NN training,
validation and testing results yielded R > 0.839 in all cases indicating a strong linear relationship between each output and
target data. Rule pruning was performed with support (15%) and confidence (10%) minimum thresholds and antecedent-size of
3. The performance of the ANFIS was evaluated with eight different types of membership functions (MFs) and two learning
algorithms. The model with triangular MF gave the best performance among all other given models while hybrid-learning
algorithm performed better than back propagation algorithm. The ANFIS model reported in the paper adopted triangular MF
and hybrid learning algorithm for the predication and classification of oil spillage risk patterns. Average training and testing
MSE of the model is 0.414315 and 0.221402 respectively. The knowledge mining results show that ANFIS based systems
provide satisfactory results in the prediction and classification of oil spillage risk patterns.
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1 Introduction

Developments in Information and Communication Tech-
nology have resulted in huge data repositories for analysis
and management by public and private sectors of the world
economy. A major requirement for a modern knowledge
driven society is the effective and efficient management of
data held in these repositories and transforming them into
information and knowledge.[1] This gives rise to the need for
improved techniques, procedures and tools to aid humans in

the automatic and intelligent collection and analysis of huge
data sets. Knowledge Discovery (KD) effectively uncovers
hidden but subtle patterns from large and diverse datasets
and out performs traditional statistical techniques.[2, 3] Data
mining, a major stage in the KD process, is the analysis of
datasets that are observational, aiming at finding out hid-
den relationships among datasets and summarizing the data
in such a manner that is both understandable and useful to
the users.[4] Some of the intelligent tools for data mining
include Neural Networks (NNs), Fuzzy Logic (FL), Ants
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Colony Algorithm (ACO), Genetic Algorithm (GA) and so
on. NNs are typically used in problems that may be under-
stood in terms of classification or forecasting.[5] Multilay-
ered feed forward Neural Networks have been used in the
development of decision support systems.[6, 7] The back-
propagation algorithm, which is a variant of the gradient
search method[8] can find a good set of weights in a rea-
sonable amount of time. The key to back-propagation is the
calculation of the gradient of errors with respect to weights
of a given input by propagating error backwards through the
network. Genetic Algorithms (GA) are proven to provide
robust search in complex spaces.[9] The search space of NNs
weights is very large and usage of GA will reduce the time
needed to optimize the weights of the networks.[10, 11] GA is
applied on NNs for evolving the weights in a fixed network,
the network architecture and the learning rule used by the
network.[12] Montana and Davis[13] have used GA instead
of back-propagation for finding a good set of the weights
for a NN with fixed set of connections.

In recent times, the dependency on oil and gas has increased
oil exploitation and exploration activities leading to ram-
pant oil spillages that in turn endanger public health, dev-
astate natural resources, and disrupt the economy. When
this occurs, human health and environmental quality are at
risk. Ways of minimizing oil spills and their effects need
to be explored particularly as the people most affected by
the spill are those in the host communities where the explo-
ration and exploitation of crude is being carried out. In addi-
tion, oil pollution is a human induced hazard hence as with
natural hazards, improved understanding is needed for the
sources, extent and responses to contamination in affected
areas to be controlled. Like any other type of emergencies,
oil spillage is dynamic and changes continuously, thereby
making it arduous for planners and responders to produce
robust plans towards short term and long term management
goals. Hence, the need for an understanding of the nature,
sources, impact and responses required to prevent or con-
trol their occurrence.[14] Risk modeling must be seen as an
understating of the probability of occurrence of events of
particular severity and the levels of uncertainty that exist in
the data employed and the models themselves.[15]

Risk assessment is the determination of quantitative or qual-
itative value of risk related to a concrete situation.[16] A
quantitative approach generally estimates the cost of risk
and its reduction. When reliable data on likelihood and
costs are not available, qualitative approach is suitable. In
this case, the likelihood of the outcome, or the magnitude
of the consequences, is expressed in subjective terms such
as ‘high’, ‘medium’ or ‘low’. Risk analysis and assessment
based on data mining techniques have been described.[17]

Oil spill risk assessment systems are described in Ref.18 and
19. In Ref.20, a study on the means of forecasting ship’s
oil spills was undertaken. The analysis revealed that con-
ventional techniques focused on the causal relationship be-

tween the regression model and time series analysis, which
does not completely reflect the intrinsic characteristics of
the structure and the complexity of the dynamic data. The
importance of synthetic risk assessment of ship’s oil spill
risk and the assessment model of ships’ oil spill risk based
on fuzzy neural network model is proposed in Ref.21.

The complexity and the dynamism of oil spillage require so-
phisticated methods and tools for the construction of knowl-
edge systems that can be used as solutions to such problems.
The search for systems that can solve increasingly complex
problems has stimulated research in a number of hybrid in-
telligent systems. Among such systems, Neuro-Fuzzy Ge-
netic Systems, which learn from the environment and reason
about its state.[22] Adaptive Neuro fuzzy Inference System
(ANFIS) combines the advantages of both neural networks
and Fuzzy Inference System. This paper attempts to de-
velop an intelligent system based on the hybridization NN,
FL and GA for knowledge discovery and classification of
spillage risks patterns. Fuzzified attributes of Oil spillage
were the inputs to the system while fuzzified magnitude of
oil spillage is the output variable.

2 Methodology

The stages of this work and the major components are out-
line in Figure 1. 1008 incidences of Oil spillage collected by
National Oil Spill Detection and Response Agency (NOS-
DRA) from the Niger Delta Region of Nigeria, served as the
dataset. The attributes of the Oil spillage dataset is given in
Table 1.
Table 1: Attributes of Oil Spillage Dataset

 

 

Input 
Indicators 

Description 
No. of 
Levels 

Values Codes 

Location  
Location of Oil 
spill 

2 
Onshore ON 
Offshore OFF 

Cause  
Source of oil 
Spillage 

6 

Operational/Main-
tenance Error 

OME 

Sabotage Sab 
Equipment Failure Eqf 
Corrosion Cor 
Yet to be 
determined 

Ytd 

Others Oth 

Type  
Type of Spilled 
Oil 

6 

Refined Product Re 
Crude Cr 
Chemical Ch 
AGO AGO 
Condensate Con 
Others Oth 

Date 
Date of 
occurrence of 
Spillage 

3 

Day - 

Month - 

Year - 

Magnitude 
Magnitude 
(Severity) of Oil 
Spillage  

5 

Very Low VL 
Low LO 
Medium ME 
High HI 
Very High VH 
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Figure 1: Outline of stages for Oil Spillage Knowledge
Discovery System Development

Attribute selection and dataset pre-processing involved the
identification of the input and target, which were in-
put and output of the neural network. The target vari-
able is magnitude of spillage, while Day-of-Occurrence,
Month-of-Occurrence (M), Year-of-Occurrence(Y), Time-
of-Occurrence (I), Location-of-Spill(L), Cause-of-Spill (C)
and Type-of-Spill (T) were input variables. 11Ants Model
Builder offers a straightforward and effective means for di-
mension reduction and easy data preparation.[23, 24] The pre-
processing of the dataset, input rank analysis and dataset
splitting were performed with 11 Ants Model Builder. The
result of input sensitivity analysis shows that Type has 0.362
as weight while Cause and Location contributed 29.6% and
19.3% respectively to the Magnitude of Spillage. Day has
0.0821 as weight while Time has 0.0235. Year of occurrence
showed no contribution to the magnitude of oilspillage.
Day, Month, Time are insignificant and noisy in the esti-
mation of oil spillage risks. However, Year was not used for
the training of the NN while the other insignificant indica-
tors were basis for rule pruning. The dataset were split into
training (70%), testing (15%) and validation (15%) dataset.
The major components of the system are Knowledge Base
(KB), Knowledge Mining, Inference Engine and Decision
Support Engine. The KB has NN, FL and GA as compo-
nents. The design algorithm of hybrid platforms[25, 26] were
studied and modified to suit the design of the KB. The in-
teraction of components in the KB and hybrid design proce-
dure is as shown in Figure 2.

Figure 2: Interaction of KB Components and Procedure of
Neuro-Fuzzy-Genetic Hybrid Design

The NN is the central component of the system.[27] It re-
ceives fuzzified inputs and communicates risks levels asso-
ciated with oil spillage to the environment. The GA compo-
nent provides optimal set of weights for training NN while
the FL acts as a tool for modeling imprecise and vague
knowledge, and for the provision of evaluation and mem-
bership functions for the GA and NN.

Fuzzy sets of oil spillage indicators are expressed as func-
tions while the elements of the set are mapped to their de-
gree of membership. A fuzzy set A in a universe of dis-
course X is given in Equation 1 and can be expressed in the
form given in Equation 2.[28]

A = {µA(x) : xεX} (1)

A = {µA(x)
x

: xεX} (2)

Where A = {µA(x) : xεX} is a mapping known as mem-
bership functions (MF) of the fuzzy set A and µA(x) is the
degree of membership of x in X in the fuzzy set A. In this
work, µA(x) further mapped to the fuzzy linguistic values
of “very low”, “low”, “medium”, “high” or “very high”
specified in the rules. Equation 3 is an example of MF for a
linguistic term ‘high’.

high(x) =

 0 if x < 0.6
x−0.6

0.2 if 0.6 ≤ x < 0.8
1 if x ≥ 0.8

(3)
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The NN is a 3-layered feed-forward architecture with sig-
moid function for neuron activation.[21] Fuzzified likelihood
of oil spillage attributes are inputs to the NN while severity
level of oil spillage is output. The hidden layer consists
of 12 neurons. Optimal weights of NN were generated via
GA in four stages; initial population generation, selection,
crossover and mutation.[25, 29, 30] A gene is represented as a
connection weight between the ith input node and jth hid-
den node (ωij) or between the jth hidden node to kth output
node (ωjk). A chromosome is encoded as a string of genes
{ω11, ω12, ω13, · · · , ω1m, ω21, ω22, · · · , ωmq, · · · , ωqv}
where m represents the number of input nodes,
q represents the number of nodes in the hid-
den layer and v represent the number of output
nodes.[29, 30] The set of weights is 12 × 6 matrix as
{ω11, ω21, · · · , ω12,1, ω1,2, · · · , ω12,2, · · · , ω12,6}. The GA
encoding scheme is a combination of binary string and real
value encoding. Binary encoding and transformed to real
value encoding using Equations 4 and 5.

gi =
{

1 if b1 = 1
−1 if b1 = 0 (4)

Ri = gi

10

m∑
t=2

(bt × 2m−t) (5)

where Ri is the real value encoding of the ith gene, i =
2, 3, · · ·m. gi is the sign bit of genei. The selection opera-
tor evaluated each individual providing fitness values, which
are then normalized. The normalized fitness value is given
as:

Ti = yi
1
N

∑p
j=1 pyi

(6)

Where j = 1, 2, 3 · · · p and yi is the probability of the
ith chromosome to be selected for crossover and mutation.
The algorithm terminates when 2N iterations are completed
with individuals with the largest fitness value being selected.
This set of chromosomes represents the optimal weights of
the NN.

The Neuro-fuzzy inference engine is a five layered, first-
order Sugeno ANFIS system for the evaluation and extrac-
tion of rules and the production of fuzzy output. The rule
base consists of rules of the form:

IF (Ci is A
r
1) and (Tj is A

r
2) and (Lk is A

r
3) THEN f = (pr

0 + P r
1Ci + P r

2 Tj + P r
3Lk) (7)

where r is the rule number, Ci is the ith Cause of Spillage,
Tj is the jth Type of spilled oil, Lk is the kth Spillage Lo-
cation, f is the linear output within the fuzzy region spec-
ified by the fuzzy rule. The variables pr

0, p
r
1, p

r
2, p

r
3 are

the linear parameters in the consequent part of the sugeno-
fuzzy model that is determined during the training process.
Ar

1, A
r
2, A

r
3 are linguistic values very low, low, medium,

high, very high characterized by appropriate membership
function µAn . Each layer consists of the nodes described
by the node function.

Layer 1 is the input layer. It has Cause, Location and Type
as inputs. Each node in this layer generates fuzzy member-
ship grades for the inputs. This is given by:O

1
i = µAi(Ci) i = 1, 2, · · · 6

O1
i = µAj (Tj) j = 1, 2, · · · 6

O1
i = µAk

(Lk) k = 1, 2

The general form of the triangular MF is presented in Equa-
tion 8 and 9 while generailized bell-shaped and trapezoidal
MFs are given in Equation 10 and Equation 11 respec-
tively.[31]


1 if x = b

x−a
b−a if a ≤ x < b
c−x
c−b if b ≤ x < c

0 if c = x

(8)

µA(x) = max
(

min(x− a
b− a

,
c− x
c− b

), 0
)

(9)

where a and c are the parameters governing triangular MF;
b represents the value for which µ(x)= 1 and is defined as
b = a+c

2 .

µA(x) = 1

1 +
{(

x−c
a

)2
}b

(10)

where a, b and c are the parameters governing generalized
bell-shaped MF.

µ(x) =


x−a
b−a if a ≤ x ≤ b
1 if b ≤ x ≤ c

d−x
d−c if c ≤ x ≤ d
0 otherwise

(11)

where a, b, c and d are the parameters governing
trapezoidal-shaped MF.

Layer 2 is the rule node. It computes the firing strengths,
O2

i of each rule as given in Equation 12. These are the
products of the corresponding membership degrees obtained
from layer 1. The normalization layer (layer 3) computes
the ratio of the each rule firing strength to the sum of all
rules’ firing strength. The normalized output, w̄i is given
in Equation 13. Layer 4, the defuzzification layer, consists
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of consequent nodes for calculating the contribution of each
rule to the overall output as in Equation 14. The overall
output of the ANFIS model is determined by summing all
incoming signals by layer 5. This is done by transforming
each rule’s fuzzy results into crisp value. This paper adopts
the centroid method depicted in Equation 15.

O2
i = wi = µAn

µBn
(Tj)µDn

(Lk) (12)

O3
i = w̄i = wi∑

i wi
(13)

O4
i = wifi = wi(pi

0 + pi
1Ci + pi

2Tj + pi
3Lk) (14)

O5
i = M =

∑
i

w̄ifi =
∑

i wifi∑
i wi

(15)

ANFIS applies either a hybrid learning algorithm or the
back-propagation method to identify and update the mem-
bership function parameters of the output. The hybrid
method involves the combination of least-squares and back
propagation gradient descent methods for the fuzzy infer-
ence system training.[32, 33] In Hybrid learning algorithm,
when the premise parameters are fixed, the overall output
of the ANFIS is expressed as a linear combination of con-
sequent parameters pr

0, p
r
1, p

r
2, p

r
3 and the output can be ex-

pressed as follows:

M =
∑

i

w̄ifi = w̄1f1 + w̄2f2 + w̄3f3

=(w̄1Ci)pi
1 + (w̄1Tj)pi

2 + (w̄1Lk)pi
3 + (w̄1p

i
0) + (w̄2Ci)pi

1

+ (w̄2Tj)pi
2 + (w̄2Lk)pi

3 + (w̄2p
i
0) + (w̄3Ci)pi

1 + (w̄3Tj)pi
2 + (w̄3Lk)pi

3 + (w̄3p
i
0)

(16)

It consist of the forward and backward pass, in the forward
pass, each node’s output goes forward until it reaches the
fourth layer and the consequent parameters are identified by
the least squares method. During the backward pass, the
premise parameters are updated by gradient descent as the
error signal propagates backwards.

Suppose the oil spillage training dataset has m entries, let B
be the output matrix, (Oil spillage risks), X represents the
matrix of consequent parameters and A is the premise pa-
rameters as follows:

B =


M1
M2
M3

...
Mm

, X =



p1
0
p1

1
p1

2
p1

3
...
p3

0
p3

1
p3

2
p3

3


and


w̄1C1 w̄1T1 w̄1L1 w̄1 w̄2C1 w̄2T1 w̄2L1 w̄2 w̄3C1 w̄3T1 w̄3L1 w̄3
w̄1C2 w̄1T2 w̄1L2 w̄1 w̄2C2 w̄2T2 w̄2L2 w̄2 w̄3C2 w̄3T2 w̄3L2 w̄3

...
...

...
...

...
...

...
...

...
...

...
...

w̄1Cm w̄1Tm w̄1Lm w̄1 w̄2Cm w̄2Tm w̄2Lm w̄2 w̄3Cm w̄3Tm w̄3Lm w̄3


ThenAX = B,X is unknown with element from the conse-
quent parameters set. This is a standard linear least squares
problem, thereby the least squares estimator (LSE), X∗ is
given by Equation (16).[28, 34]

X∗ = (ATA)−1ATB (17)

The result gives the consequent parameters from which the
fuzzy output of the system was derived. The output of the
system is in the form as shown in Equation 18

Ti =


t11 t12 · · · t1w

t21 t22 · · · t2w

t31 t32 · · · t3w

· · ·
tv1 tv2 · · · tvw

 (18)

i = 1, 2, 3 · · ·u; j = 1, 2, 3, · · · v; k = 1, 2, 3, · · ·w.

3 Development of knowledge mining sys-
tem

Neural Network training is presented in Section 3.1. In
Section 3.2, rules discovery, pruning and clustering are pre-
sented. ANFIS model and results obtained from the experi-
mental study are presented in Section 3.3.

3.1 Neural network training

The system was implemented with Matlab 7.7.0 (R2008b)
as front-end tool, Microsoft Excel and Microsoft Access
were the database management tools. The NN, FL and AN-
FIS toolboxes of Matlab were deployed in this system. The
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system used seventy percent of the data (706 samples) for
training. Testing and validation were carried out with 151
records (15%) each. In every training session, GA selects
training samples randomly from the entire dataset thereby
generating different values of mean square error (MSE) de-
pending upon which 70 percent of the input data was se-
lected for training. The graphical representation of the NN
performance during training, validation and testing on the
dataset is presented in Figure 3 while the optimal training
weights are presented in Table 2. As shown in Figure 3, the
best performance is noticed at the 1000 epoch with MSE
0.2405, which is good.[35] The weight is a 12 × 6 matrix
and within the range [-1,1] as specified in Equation 5. The
regression plot, presented in Figure 4, depicts the relation-
ship between the output and the target. Figure 4 consists of
three axes representing the training, validation and testing
data. The dashed line represents the perfect result (R=1).
The solid line represents the best-fit linear regression line
between outputs and targets. The R-value gives an indica-
tion of the relationship between the output and the corre-
sponding target. In all cases, (training, validation and test-
ing) R-value is > 0.839, which indicates a good fit showing
a strong linear relationship between output and target data.

3.2 Rules discovery, pruning and clustering

Pattern discovery from the trained NN was performed in
three stages using the modified Apriori Association rule-
mining algorithm. It involved the identification of frequent
k-antecedent set, formulation of multidimensional rules,
pruning less interesting rules and clustering rules based on
categorical levels of each spillage indicator. 329 rules were
extracted based on uniform minimum support and confi-
dence thresholds of 15% and 10% respectively. The visu-
alization of the rule confidence and support is presented in
Figure 5.

Figure 3: Performance of NN during Training, Validation
and Testing

Table 2: Matrix of Optimal Input Layer Weights
 

 

 Inputs Neurons  H
idden layer N

eurons 

 1 2 3 4 5 6 

1 -0.6 -0.1 0.6 1.3 -0.7 -1.2 

2 0.7 -1.0 -0.1 -1.2 -0.9 -0.7 

3 0.4 -0.3 -1.0 0.8 -0.7 -1.0 

4 -0.3 -0.9 -0.8 0.9 1.0 -0.9 

5 0.2 0.9 1.0 1.0 0.3 -0.8 

6 -1.0 -0.6 -1.0 -1.0 0.2 -0.3 

7 -1.0 0.1 0.8 -0.2 -1 -1.0 

8 0.1 -1.0 0 -0.7 1 1.0 

9 0.8 0.3 0.7 0.9 0.4 1.0 

10 1.0 -0.8 -1.0 -0.3 -0.5 0.1 

11 -1 0.7 -0.2 1.0 0.1 0.1 

12 0.3 0.7 -1.0 -1.0 -0.4 -0.6 

 

Figure 4: Relationship of NN Output and Target for
Training, Validation and Testing Datasets.

Table 3: Distribution of Extracted Rules
 

 

Size of Rule 
Antecedent 

Number of Rules 

Count Percentage (%) 

1 77 23.40 
2 110 33.43 
3 95 28.88 
4 40 12.16 
5 7 2.13 

Total 329 100 

 
As shown in Figure 5, the support of rule decreases as the
number of rules increases while the confidence of rules also
decreases as number of rules increases. The result shows
that confidence of a rule is higher than its support while an
increase in the number of rules causes a decrease in the rule
support and confidence. This result shows that the rules are
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efficient for classification.[36] The size of rules’ antecedent
ranges from 1 to 5. The distribution of indicators in the rule
antecedent part is presented in Table 3.

Figure 5: Graphical Analysis of Rule Support and
Confidence

As depicted in Table 4 rules with antecedent size less than
3 are 56.83% and those greater than 2 are 43.27%. Though

Rules with antecedent size 1 and 2 have high support and
confidence, they may occur by chance and may be mislead-
ing.[37, 38] Hence, these rules were eliminated from the rule-
set. The importance of rule pruning and rule interestingness
measures are reported in Ref.36 and 39. The rule pruning
method used[39] was adopted in this work, with three in-
terestingness measures of confidence, support and rule an-
tecedent size. Rule Support is often used to represent the rel-
evance of an association pattern and very efficient for prun-
ing exponential search space of candidate patterns due to
its downward closure property.[40, 41] Confidence is an accu-
racy measure of a given rule. Support and confidence based
pruning is a viable technique for examining the quality of
association rules.[36] In this paper, pruning of weak and
uninteresting rules was performed, in the following stages;
firstly, specifying a user-defined minimum support and min-
imum confidence thresholds of 10% and 15% respectively.
Secondly, rules with antecedent size less than 3 were dis-
carded. Thirdly, rules with antecedent part consisting of any
insignificant oil spillage indicators were also discarded. The
resultant ruleset contains 73 rules and form the rules of the
ANFIS model for prediction and classification of oil spillage
patterns.

Table 4: Performance of ANFIS Model on Membership Functions and Learning Algorithms
 

 

MF MF Description 

Back-propagation 
Algorithm  

 
 

Hybrid Algorithm  

Average MSE 
Training 
Error 

Testing 
Error 

Training 
Error 

Testing 
Error 

 
 

Trapmf Trapezoidal-Shaped MF 0.45099 0.31698 0.414315 0.221403 0.35092 
Dsigmf Difference Sigmoidal MF 0.48397 0.36879 0.414315 0.221404 0.37212 
Trimf Triangular MF 0.44881 0.29646 0.414315 0.221402 0.34525
psigmf Product Sigmoidal MF 0.46108 0.31870 0.414315 0.221404 0.35388
pimf Pi-shaped MF 0.49958 0.39238 0.414315 0.221403 0.38192 

gauss2mf Gaussian Combinational  0.47951 0.30252 0.414315 0.221403 0.35444 

gbellmf Generalized Bell MF 0.82719 0.66664 0.414315 0.221404 0.53239 

gaussmf Symmetric Gaussian MF 1.03783 1.0291 0.414315 0.221404 0.67566 
Average MSE 0.58612 0.461446 0.414315 0.221403  

 

3.3 ANFIS model and results

The ANFIS model is a 5-layered structure consisting of a
total 166 nodes. The structure of the ANFIS model for oil
spillage predication and classification is presented in Figure
6. The inputs to the system are Cause, Type and Location.
There are 15 nodes in the fuzzification layer, which repre-
sents linguistic values set Very Low, Low, Medium, High,
Very High for each input node. The rule layer has 73 nodes;
each node represents a rule antecedent part. The normal-
ization layer also have 73 nodes, each node is the rule con-
sequent part corresponding to the rule antecedent node of
the rule layer. The defuzzification and output layer has one

node each. The output of the system is the severity of oil
spillage risks. The final surface views of ANFIS rules are
presented in Figure 7, 8 and Figure 9 respectively.

ANFIS systems produces different results depending on the
type of MF and learning algorithm.[33] The mean squared
eror (MSE) and root mean square error (RMSE) are stan-
dard statistical metrics to measure model performance.[42]

To find the most fitted model, the ANFIS model was tested
with eight (8) types of MFs and two learning algorithms
(back-propagation and hybrid algorithms). MSE was the
performance measure used to evaluate the ANFIS model.
MSE resulting from the training and testing of the ANFIS
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model using each type of MF and a learning algorithm is
presented in Table 4.

Figure 6: Structure of ANFIS Model for Oil Spillage Risk
Analysis

Figure 7: Final Surface View of ANFIS Rules for Cause
and Location

Figure 8: Final Surface View of ANFIS Rules for Cause
and Type

Figure 9: Final Surface View of ANFIS Rules for Location
and Type

As shown in Table 4, the performance of the ANFIS
model is much better with the hybrid algorithm than back-
propagation algorithm. There is no difference in perfor-
mance resulting from a change in the type of MF with
the hybrid-learning algorithm. However, the performances
of the ANFIS model vary by type of MF with back-
propagation learning algorithm. The Triangular MF yielded
the least MSE of 0.44881 and 0.2965 for training and test-
ing respectively while the worst performance was observed
when the Symmetric Gaussian MF was used in conjunc-
tion using the back-propagation learning algorithm yielding
training MSE of 1.0378 and testing MSE of 1.0291. The
overall best performing MF in both back-propagation and
hybrid learning algorithms is the Triangular MF with an av-
erage MSE of 0.3453. This suggests why triangular MF
is widely and most commonly used in the construction of
fuzzy inference systems. In this paper, the resultant AN-
FIS model is the one with triangular MF and hybrid algo-
rithm, and was used for the prediction and classification of
oil spillage patterns.

Two Fuzzy Inference System (FISs) structures were gener-
ated and used in ascertaining the performance of the resul-
tant ANFIS model. First, a Sugeno-type FIS (genfis3) was
built by extracting rules that model the oil spillage’s dataset
behaviour using membership functions for rules’ antecedent
and consequent parts. The second FIS (genfis2), a Sugeno-
type was generated using subtractive clustering in determin-
ing the number of rules and antecedent membership func-
tions; and linear least squares estimation method for deter-
mining each rule’s consequent. The summary of the perfor-
mances of the resultant ANFIS model based on these FISs
is presented in Table 5.

The result depicted in Table 5 shows that fismat3 (genfis2)
yielded the lowest with the training (0.5056) and checking
(0.2660) errors. However, the resultant ANFIS model per-
formed better than the generated FISs. This confirms the
suitability of the resultant ANFIS model for classification
and prediction of oil spillage risks.
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Table 5: Performance of FISs on the Resultant ANFIS
Model

 

 

S/N FIS Function Type 
Training 
Error 
(trnMSE) 

Checking 
Error 
(chkMSE) 

Average 
Error 

1 Fismat1 genfis3 Sugeno  0.82956 0.6608 0.74518 
2 Fismat3 genfis2 Sugeno 0.5056 0.2660 0.3858 

 

The performance metrics are MSE[42, 43] and Mean Absolute
Percentage Error.[44] The performance of the resultant AN-
FIS model is shown in the plot of the ANFIS predicted out-
put and the target dataset depicted in Figure 10. As shown
in Figure 10, the number of epochs used by the system was
40 while the average testing error is 0.22140. The plot also
shows that there is no significant deviation between the pre-
dicted values and the actual target of the testing dataset.
The Mean Absolute Percentage Error (MAPE) of the AN-
FIS model is 0.00813 which proves that the ANFIS model
is satisfactory[44] and suitable for the prediction and classi-
fication of oil spillage patterns.

Figure 10: Plot of ANFIS Output and Target Dataset

4 Conclusion
This paper proposes an intelligent hybrid system driven by
Sugeno-Type ANFIS for the identification, extraction and

classification of oil spillage risk patterns. The methodol-
ogy is based on NN, GA and FL hybridization for the dis-
covery of patterns in terms of relationships, rules and inter-
dependencies from oil spillage dataset. The model deploys
and integrates the advantages of NN, FL and GA thereby
compensating for the drawbacks of each tool. Moreso, the
efficiency and capabilities of sugeno-type ANFIS in the
predication and classification is oil spillage severity was
demonstrated. Dataset consisting of 1,008 records was used
for training, validation and testing of the system. Result of
sensitivity analysis shows that Cause, Location and Type of
spilled oil have cumulative significance of 85.1%. MAT-
LAB R2008b was the system tool. Optimal weights of Neu-
ral Network (NN) were determined via Genetic Algorithm
with hybrid encoding scheme. The Mean Squared Error
(MSE) of NN training is 0.2405. NN training, validation
and testing results yielded R > 0.839 in all cases indicating
a strong linear relationship their corresponding target data.
329 rules were extracted from NN. Pruning of non interest-
ing rules was performed with support (15%) and confidence
(10%) minimum thresholds and antecedent-size of three (3)
resulted in seventy three (73) interesting rules used in the
ANFIS model. The performance of the ANFIS was eval-
uated with eight different types of membership functions
(MFs) and two learning algorithms. Triangular MF gave the
best performance, followed by Trapezoidal MF. This work
confirms the adaptability of triangular and trapezoidal MFs
to complex problems and explains why both MFs are the
most commonly used MFs. In term of learning algorithm,
the hybrid-learning algorithm yielded a better performance.
The ANFIS model reported in the paper adopted triangular
MF and hybrid learning algorithm for the predication and
classification of oil spillage risk patterns. Average training
and testing MSE of the model is 0.414315 and 0.221402 re-
spectively with MAPE = 0.8128%. The results show that
ANFIS based systems provide satisfactory results and are
suitable in the prediction and classification of oil spillage
risk patterns. As a further research, comparative analysis of
ANFIS performance with GA as the learning algorithm is
necessary.
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