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ABSTRACT

Many researches on privacy preserving data mining have been done. Privacy preserving data mining can be achieved in various
ways by use of randomization techniques, cryptographic algorithms, anonymization methods, etc. Further, in order to increase the
security of data mining, secure multiparty computation (SMC) has been introduced. Most of works in SMC are developed on
applying the model of SMC on different data distributions such as vertically, horizontally and arbitrarily partitioned data. Another
type of SMC with sharing data itself to each party attracts attention, and some studies have been done. A simple method to share
data was proposed and it was applied to statistical computation. However, for SMC, complicated computation such as data mining
has never been proposed. In the previous paper, we proposed a BP learning for SMC and showed the effectiveness of it. In this
paper, we propose clustering methods such as k-means and NG for SMC and show the effectiveness in numerical simulation.

Key Words: Cloud computing, Secure multiparty computation, Clustering, K-means, Neural gas

1. INTRODUCTION

Many studies have been done with data mining.[1] Data
mining is the process of extraction of information from
large dataset. Nowadays, many organizations often utilize
data mining, and they also use data obtained from multiple
sources (servers) in order to gain more precise or variable
knowledge. However, this case causes to anxiety about pri-
vacy and secure considerations. One of important interests
in the related research community is privacy preserving data
mining.[2, 3] Privacy preserving data mining arose as a solu-
tion to this problem by allowing parties to cooperate in the
extraction of knowledge or information without any of the
cooperating parties having to reveal their individual data to

each other. It is very important to maintain a good trade-off
between privacy protection and knowledge discovery.[4, 5]

Privacy preserving data mining can be achieved in various
ways by use of randomization techniques, cryptographic algo-
rithms, anonymization methods, etc.[4, 6–9] Specifically, data
encryption seems to be effective. However, data encryption
system requires both encryption and decryption for requests
of client or user, so its applications are limited. Therefore,
studies with distributed processing for secure data have been
attracting attention.[6–9] As one of these studies, secure mul-
tiparty computation (SMC) has been introduced.[10–12] The
purpose of SMC is to allow parties to carry out distributed
computing tasks in secure way. Most of works in SMC have
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been developed on applying the model of SMC on different
data distributions such as vertically, horizontally and arbitrar-
ily partitioned data.[13–15] They are the methods that perform
their processing for the subset of dataset.[16–18] Therefore,
another type of SMC with sharing data itself to each party
attracts attention, and some studies have been done.[19, 20] A
simple method to share data was proposed and they were
applied to statistical computation.[12] However, complex cal-
culation processing such as data mining has never proposed.
In the previous paper, we proposed BP learning for SMC.[21]

On the other hand, there are no studies on clustering using
VQ (Vector Quantization). Clustering is the assignment of
objective data (objects) into classes so that objects from the
same class are more similar than objects of different classes.
Clustering is a common technique for statistical data analy-
sis, which is used in many fields such as machine learning,
pattern recognition, and image analysis. K-means and Neu-
ral Gas (NG) methods are typical techniques of clustering
and they are also known as hard- and soft-matching methods,
respectively.[22] So for, k-means studies for conventional
SMC have been done, but ones for SMC with shared data
have never been presented yet. In this paper, we propose
clustering methods for SMC and show the effectiveness of
them in numerical simulations. In Section 2, we describe past
related works on privacy preserving and the idea for sharing
data securely. Further, we also introduce k-means and NG
methods. K-means, which is a special case of NG, is intro-
duced to explain the basic idea of our proposed method for
clustering. In Section 3, we describe our proposed k-means
and NG methods for SMC, where detailed algorithms are
presented for client and parties. In Section 4, some simula-
tion results are presented to demonstrate the effectiveness of
our proposed methods.

Figure 1. A configuration for SMC with a client and m
parties

2. PRELIMINARY

2.1 A system configuration for SMC and related works

The cloud computing system for SMC used in this paper is
shown in Figure 1. The system consists of a client and m
parties (servers). The client sends data to parties, and each
party memorizes the received data. If the client wants to
perform a task on the data memorized on the parties, each
party performs computation on its own data and sends its
computation result to the client. And then, the client per-
forms computation on the received results. If the obtained
result is not the final one, the pair of party-side and client-
side computations is iterated until the client obtains the final
result. The problems to realize SMC in this data processing
flow are how to securely share the data among the parties
and how to perform the task among the client and the parties.

Table 1. Concept of conventional horizontally and vertically
partitioned method

Three types of methods for partitioning data to be securely
shared are known.[16–19] They are horizontal, vertical and
arbitrary partitioning methods. In the following, the con-
ventional methods are explained by using a data example
of students’ marks shown in Table 1. In Table 1, x and y
are original data (marks) and ID is the identifier of students.
The assumed task is to calculate the average of the data. The
first method, the horizontal partitioning method, assigns the
horizontally partitioned data to the parties as follows:

Party 1: data for ID=1, 2, 3.

Party 2: data for ID=4, 5, 6.

In the method, party 1 computes two averages for subjects
X and Y as (30 + 10 + 80)/3 and (50 + 90 + 60)/3, respec-
tively. Likewise, party 2 computes two averages for subjects
X and Y as (20 + 70 + 40)/3 and (40 + 80 + 50)/3, respec-
tively. The parties 1 and 2 send the calculated averages to
the client and the client obtains the averages of subjects X
and Y as 41.66· · · and 61.66· · ·, respectively. Since each
party cannot know half of the dataset, the method preserves
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privacy. In fact, instead of raw data, encrypted or randomized
data are used. The second method, the vertical partitioning
method, assigns the vertically partitioned data to the parties
as follows:

Party 1: data for subject X.

Party 2: data for subject Y.

In the method, each party calculates the average for either of
subject X and Y. Since each party can know data for only one
of subject X or Y, the method also preserves privacy. The
third method, the arbitrary partitioning method, horizontally
and vertically splits the dataset into multiple parts, and the
method assigns the split parts to the parties. For example,

Party 1: data of ID=1, 2, 3 for subject X and ID=4, 5, 6 for
subject Y.

Party 2: data of ID=4, 5, 6 for subject X and ID=1, 2, 3 for
subject Y.

In the method, each party calculates two averages of subjects
X and Y for its own data, and sends the calculated averages
to the client. The client calculates two averages of subjects X
and Y by using the averages calculated by the parties. Since
each party knows partial data of subjects X and Y, the method
also preserves privacy.

Figure 2. The idea of the proposed method for SMC

For any of the above mentioned methods, if the number of
clients is fewer, that is, the size of a partitioned data is larger,
a client may more easily guess the feature of all the data
from its own subset of data. Therefore, the methods need a
large number of parties in order to keep privacy and security.
On the other hand, the proposed method to share data itself
seems to keep them by a small number of parties.

Figure 3. The representation of additional form for SMC

2.2 Data representation for securely sharing data

This subsection explains the data representation for securely
sharing data among parties. The proposed methods are based
on this representation. Let R be the set of real numbers. Let
Zi = {1, 2, · · ·, i} and Z∗i = {0, 1, · · ·, i} for the positive
integer i. Let us consider to share a real number x among
m parties and to calculate a function f(x). As shown in
Figure 2, a real number x is divided into m pieces of data
such as x = x1 + · · · + xm. The k-th data xk for k∈Zm
is sent to the k-th party. The k-th party calculates fk(xk)
and sends its result to the client. The client tries to obtain
f(x) by summarizing fk(xk). If the final result f(x) is not
obtained, similar processing has to be repeated. In order to
successfully obtain the final result f(x), f(x) and fk(xk)
have to have some relation, for example, expressed by the
following equation:

f(x) =
m∑
k=1

fk(xk) (1)

where the equation depends on the data representation for
sharing data. By using Figure 3 and Table 2, let us explain
the data representation for SMC and the computation in de-
tail.[19, 20] Let x and y be positive integers and m = 2 be
the number of parties. In the data representation, each of
x and y is shared by using two real numbers as follows:
x = x1 + x2 and y = y1 + y2, where x1, x2, y1 and
y2 are real numbers. In the example shown in Table 2,
x1 = x(r1/10.0), x2 = x(1.0− r1/10.0), y1 = y(r2/10.0)
and y2 = y(1.0−r2/10.0), where r1 and r2 are real random
numbers such that −8.0≤r1, r2≤8.0, r1 6=0.0 and r2 6=0.0.
For example, for ID=1, x1 and x2 are computed as x1 =
30(2.0/10.0) = 6.0 and x2 = 30(1 − 2.0/10.0) = 24.0.
Note that, since each of x1, x2, y1 and y2 is randomized
data, each party cannot know original data x and y.
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Table 2. An Example to explain data representation for the proposed method
 

 

ID 
Subject X 
x 

Subject Y 
y 

Additional form 

r1 r2 
x  y 
x1 x2  y1 y2 

1 30 50 2 -3 6 24 -15 65 
2 10 90 -4 -2 -4 14 -18 108 
3 80 60 3 4 24 56 24 36 
4 20 40 4 2 8 12 8 32 
5 70 80 -2 3 -14 84 24 56 
6 40 50 -3 -4 -12 52 -20 70 
Average 41.66··· 61.66···   1.33 40.33··· 0.5 61.66··· 

 
2.3 Clustering by k-means and NG methods

Vector quantization (VQ) techniques encode a data space,
e.g., a subspace X⊂RN , by utilizing only a finite set W =
{wi|i∈Zr} of reference vectors (also called weight vectors),
which N and r are positive integers. That is, the set X is ap-
proximated by the set W . In this paper, X = {xi|i∈Zn} is
assumed. In the following, two types of VQ methods are in-
troduced: k-means method and Neural Gas (NG) method.[22]

The first method, k-means method, is the most fundamen-
tal VQ method. The winner vector wimin(x) is defined as
follows:

imin(x) = arg min
i∈Zr

||x−wi|| (2)

The finite set W divides X into r subsets as follows:

X = ∪ri=1Xi (3)

Xi = {x∈RN |||x−wi||≤||x−wj || for j∈Zr} (4)

The evaluation function for the partition is defined as follows:

E = 1
n

r∑
i=1

∑
x∈Xi

||x−wimin(x)||2 (5)

Each parameter wi is updated based on the steepest descent
method as follows:[23]

4wi = ε(t)δij(x(t))(x(t)−wi) (6)

where t is the step, ε(t) is learning coefficient and δij is the
Kronecker delta. Input vector x(t) is the vector randomly
selected from X at step t. Figure 4 shows the algorithm of
k-means method.[22, 23]

The second method, NG method, is known as a novel VQ
method. The feature of NG method is that all the weights
are updated based on the rank of distance between input and
reference vectors.

Figure 4. The flowchart of k-means algorithm

The updated step for a reference vector is computed by

4wi = ε(t) exp (−ki/λ) (x(t)−wi) (7)

where ki is the rank of reference vector wi for the input
vector x. The rank of wi is ki if the distance between x and
wi for i∈Zr is the (ki − 1)-th small number. The algorithm
based on Equation (7) is shown as follows:[22]

Algorithm

Input vector: X = {xi|i∈Zn}
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Number of iterations: Tmax
Output Reference vector: W = {wj |j∈Zr}
Step 1
(1.1) Initialize W with random numbers.
(1.2) Set t = 1.
Step 2
(2.1) Select an input vector xl for l∈Zn.

(2.2) Calculate the distance between xl and wj for j∈Zr and
determine the rank kj of each reference vector wj .
Step 3
Update all the weights according to Equation (7).
Step 4
If t = Tmax, then the algorithm terminates. Otherwise go to
Step 2 with t←t+ 1.

Table 3. Proposed k-means method for SMC
 

 

 Client k-th Party

Initial condition 

Each data of w is selected randomly, and send  

for ∈ 	  to each party. Set 1  Learning 

coefficient   and   are set. 

The dataset ∈ 	  is memorized. 

Step 1 
A number q is selected from  randomly and send it 
to each party 

The dataset  ∈ 	  is memorized. 

Step 2  Compute ∆ 	 for ∈  and send 

them to Client. 

Step 3 

Find ∈ 	  as arg ∑ ∆	 ∈	 	 and send 

it to each party. Compute   and 

send it to each party. 

 

Step 4  

Update the  -th reference vector as follows: 1 ∆ where ∆  

Step 5 
If  then the algorithm terminates otherwise 

go to Step 1 with ← 	 	1. 
 

 

 

                                    

 

3. PRIVACY PRESERVING k-MEANS AND NG

3.1 Proposed k-means method for SMC

A system consisting of a client and m parties is assumed (see
Figure 1). When learning, parties share the input and refer-
ence vectors by using additional form. Each party updates the
shared reference vectors and sends the computation results
to the client. The client obtains new reference vectors by
summarizing results of m parties. The representation form
for sharing input and reference vectors is given as follows:

xl =
(
xl1, · · ·, xli, · · ·, xlN

)
(8)

for l∈Zn,

xli =
m∑
k=1

(xli)k (9)

for i∈ZN and

wj =
(
wj1, · · ·, xjp, · · ·, w

j
N

)
(10)

for j∈Zr

wjp =
m∑
k=1

(
wjp
)k

(11)

for p∈ZN , Equation (6) is rewritten using the additional form
of Equation (11) as follows:

∆
(
wjp
)k = ∂E

∂(wjp)k
= ∂E

∂wjp
×

∂wjp

∂(wjp)k

= ∂E

∂wjp
= ∆wjp

(12)

Because
∂wj

p

∂(wj
p)k

= 1.

Therefore, the following equation holds:(
wjp
)k (t+ 1) =

(
wjp
)k (t) +K4

(
wjp
)k
. (13)

Equation (13) means that each party updates in the same
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method as the conventional k-means method. Note that it
holds for the additional form of Equation (11).

The detailed algorithm of k-means method is shown in Table
3. The general flow of Table 3 is as follows:

In Step 1, client selects a number q∈Zn randomly and it
is sent to each party. For any k∈Zm, the k-th component
for wi∈W is stored in the k-th party. In Step 2, the k-th
party computes the k-th element of the difference between
xq and wi for i∈Zn and their results are sent to the client. In
Step 3, the client computes the distance ||xq −wi|| between
q-th data xq and i-th reference vector wi and determines the
index imin of reference vector withthe minimum distance.
This computation is verified as follows:

m∑
k=1
4k =

m∑
k=1

((xq)k − (wi)k) =
m∑
k=1

(xq)k −
m∑
k=1

(wi)k

= xq −wi

(14)

The index imin is sent to each party. At the same step, learn-

ing coefficient is updated and sent to each party. In Step 4,
the elements of reference vectors for each party are updated
based on Equation (13). As a result, each party shares each
reference vector wi for i∈Zr at learning step t.

3.2 Proposed NG method for SMC
Likewise, we can get the result of NG for SMC.

Given an input vector x, the rank ei(x,wi) of the reference
vector wi for i∈Zr is determined, being the reference vector
for which there are ei(x,wi) pieces of vectors wj such that

||x−wj || < ||x−wi|| (15)

where j∈Z∗r−1.

Then updating formula is given by

4(wip)k = ε·hλ
(
ei(x,wi)

)
·(xkp − (wip)k) (16)

hλ(ei(x,wi)) = exp
(
−ei(x,wi)/λ

)
(17)

where ε∈[0, 1] and λ > 0.

Table 4. Proposed NG method for SMC
 

 

 Client k-th Party

Initial condition 
Each data of w is selected randomly, and send  for ∈ 	  to each party. Set 1.  Learning coefficient  

 and   are set. 

The dataset 	 ∈ 	  is memorized. 

Step 1 
A number q is selected from  randomly and send it to 
each party 

The dataset  	 ∈ 	  is memorized. 

Step 2  Compute ∆ 	 for ∈  and send 

them to Client. 

Step 3 

Compute e ,  for ∈  using Equation (15) as ∑ ∆ and .  
Send them to each party. 

 

Step 4  

Update all the reference vectors as follows: 1 ∆  where ∆ ,  and , ,  

Step 5 
If  then the algorithm terminates otherwise go 

to Step 1 with ← 	 	1. 
 

 

If λ→0, Equation (17) becomes equivalent to the k-means
method. The proposed NG algorithm for SMC is shown
in Table 4. In k-means method, (winner) reference vector
wimin is only updated. In NG method, all the reference vec-
tors are updated using the rank based on the distance between

input vector and each reference vector. That is, in Step 3 of
Table 4, the rank ei(xq,wi) of wi for i∈Zr based on the
distance ||xq −wi|| between input vector xq and reference
vector wi is computed and all the ranks are sent to each party.
In Step 4, each element of reference vectors is updated based
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on them.

4. NUMERICAL SIMULATIONS

In this chapter, we present two simulations involving artificial
and real-world data sets.

Figure 5. A configuration of nine reference vectors for
proposed NG with m = 10 after learning

4.1 Clustering problems for artificial data

In the first simulation of artificial data set, we approximate
the space [0, 1]2 as shown in Figure 5 by nine and thirty-six
reference vectors, i.e., r = 9 and r = 36. That is, the prob-
lem is how the space [0, 1]2 is approximated by nine and
thirty-six points. The initial values of W are set randomly
and Tmax = 50, 000, εint = 0.1 and εfin = 0.01. In the
first case, we perform the comparison of the learning speed
between conventional and proposed methods. Figure 6 shows
the graph of learning speed of proposed and conventional
methods, where the vertical and horizontal axes are evalu-
ation value of Equation (5) and learning time, respectively.
It means that learning speed for them is almost the same.
Further, Figure 5 shows a configuration for nine reference
vectors after learning for the proposed method of NG with
m = 10. We can see how the space [0, 1]2 is approximated
by nine points. In the second case, we show the comparison
of approximation accuracy between conventional and pro-
posed methods. Table 5 shows the result of approximation
accuracy using MSE of Equation (5). The result is the aver-
age for twenty trials and shows that approximation accuracy
of conventional and proposed methods is almost the same.

Table 5. The result for clustering problem to approximate
the space [0, 1]2

 

 

  r = 9 r = 36

Conventional 
k-means 0.018 0.004 
NG 0.018 0.004 

Proposed 
k-means 

(m = 3) 0.018 0.004 
(m = 10) 0.018 0.005 

Proposed NG 
(m = 3) 0.019 0.004 
(m = 10) 0.019 0.004 

 

Figure 6. Comparison of the learning speed between
conventional and proposed methods in the case of m = 10

Table 6. The result for clustering problem to approximate
four separated clusters

 

 

  r = 4 r = 16

Conventional 
k-means 0.014 0.002 
NG 0.013 0.002 

Proposed 
k-means 

(m = 3) 0.014 0.002 
(m = 10) 0.014 0.002 

Proposed NG 
(m = 3) 0.011 0.002 
(m = 10) 0.010 0.002 

 
In the second simulation of artificial data set, we approximate
the data distribution consisting of four separated clusters by
four and sixteen points. On each cluster, the density of
data points is normal N(0.25, 0.05) and N(0.75, 0.05) for
x1 and x2 distribution (see Figure 7). Each value of W is
set randomly and let Tmax = 50, 000, εint = 0.1 and εfin,
respectively. Table 6 shows the result of approximation accu-
racy using MSE for Equation (5). The result is the average
value from twenty trials and shows that the ability for con-
ventional and proposed methods is almost the same. Further,
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Figure 7 shows a result for m = 10 that sixteen reference
vectors are depicted as points. Initial values of W are chosen
randomly, which is shown in Figure 7(a). We also show con-

figurations after 5,000, 25,000 and 50,000 steps. At the end
of the procedure, reference vectors are separated into four
clusters, i.e., each cluster is approximated by four reference
vectors.

Figure 7. Configurations in learning steps for proposed NG with m = 10

Table 7. The dataset for real-world data
 

 

 Iris Wine Sonar BCW Spam Skin
# data 150  178 208 683 4,601 245,057 
# input 4  13 60 9 57 3 
# class 3 3 2 2 2 2 

 
4.2 Clustering problems for real-world data
Six real-world data sets including Iris, Wine, BCW, Spam
(Spambase) and Skin (Skin Segmentation) coming from UCI
machine learning repository have been considered in this
simulation as shown in Table 7,[24] where #data, #input and
#class mean the numbers of data, input variables and classes,
respectively. As the initial condition, initial values of W are

selected randomly from [0, 1] and the maximum number of
learning times are 50, 000×#data for Iris, Wine, Sonar and
BCW, 20, 000×#data for Spam and 2, 000×#data for Skin,
respectively. Let εint = 0.1 and εfin = 0.01. The problem
is how each dataset is approximately by reference vectors.
In this simulation, we perform two cases: the first case is
r = #class that each class is approximated by one refer-
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ence vector and the second case is r = 4×#class that each
class is approximated by four reference vectors. Table 8 and
Table 9 show the results of the misclassification rates for
two cases, where the misclassification rate means the ratio
of the misclassification data to all data, and each result is

the average value from twenty trials for Iris, Wine, Sonar
and BCW and ten trials for Spam and Skin. Both results
show that approximation accuracy for conventional and the
proposed methods is almost the same.

Table 8. The result of real-world data for proposed methods with r = #class
 

 

  Iris  Wine Sonar BCW Spam Skin

Conventional 
k-means 11.3     19.7 45.6 3.9 35.5 44.9
NG 6.7     10.6 44.7 4.0 26.8 45.7

Proposed 
k-means 

(m = 3) 12.8      15.1 46.6 3.9 33.6 44.9
(m = 10) 15.4      12.1 45.4 4.0 33.6 44.9

Proposed NG 
(m = 3) 6.8    10.8 44.7 10.1 26.5 45.7
(m = 10) 5.6      11.2 44.7 10.1 26.7 45.7

 

Table 9. The result of real-world data for proposed methods with r = #class×4
 

 

  Iris  Wine Sonar BCW Spam Skin

Conventional 
k-means 8.5  9.6 41.5 3.1 30.2 6.5
NG 7.1  10.9 44.1 3.0 23.3 9.4

Proposed 
k-means 

(m = 3) 9.1  8.5 40.8 3.0 31.6 5.8  
(m = 10) 9.3  9.8 41.6 2.9 23.9 5.6

Proposed NG 
(m = 3) 6.6  9.1 44.4 2.9 22.6 9.9
(m = 10) 6.8  9.2 43.6 3.1 22.6 10.9

 

5. CONCLUSIONS

The SMC is one of secure data sharing and computing meth-
ods and it can perform privacy preserving data mining. So
far, most of works in SMC are developed on applying the
model of SMC on different data distributions. On the other
hand, another type of SMC with sharing data itself to each
party attracts attention, and some studies have been done. In
the previous paper, we proposed BP learning for SMC. The
idea of our study is to perform privacy preserving data min-

ing as “shared data + parallel algorithm”. That is, it is to find
the representation of shared data and to construct parallel
algorithm. In this paper, we proposed clustering methods for
SMC with the above mentioned data form and proved the
validity of them according to the idea.

Further, we demonstrated the performance of proposed meth-
ods by numerical simulations. In the future works, we will
apply the proposed method to other problems on data mining
such as kernel k-means and deep learning.
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