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Abstract 
Recently, genetically modified (GM) technology has been successfully used to reduce the cost and to enhance the profit in 
agriculture. Although GM technology brings many benefits for non-food crops, people still misgive the effects of GM 
products for the health and the environment. Furthermore, GM crops might affect food (non-GM) crops in the open 
environment. Hence, how to find strategies for the coexistence of GM and non-GM crops are become a popular issue. One 
of the strategies is to determine a befitting distance between GM and non-GM crops to reduce the cross-pollination 
occurred by predicting the rate of cross-pollination. Owing to most of the existing methods for predicting the 
cross-pollination rates of non-GM crops are only based on the distance between GM and non-GM crops. To counter this 
problem, we propose a hybrid method, which is composed of radial basis function neural network (RBFNN), support 
vector machine (SVM) and bootstrap, to apply in this issue. The proposed method includes three specificities. (a) The 
proposed method reduces the effect of imbalance class problem. (b) The proposed method uses more variables, which are 
effect the cross-pollination rates, for prediction to enhance the prediction accuracy. (c) The proposed method searches 
relevant samples to reduce execution time and enhance the prediction accuracy. The results show the performance of our 
method is better than the existing methods in terms of the root mean square error (RMSE) in prediction and the correlation 
coefficient between the actual and the predicted cross-pollination rates. 
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1 Introduction 
Recently, biotechnology has been successfully applied in agriculture to reduce the cost and to enhance the profit of 
agricultural products. Since the U.S. open the field cultivation of genetically modified (GM) crops in 1996, the acreage of 
GM crops have been growing. According to statistics in 2010, the main GM crops of the world are soybean (50%), maize 
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(31%), cotton (14%), and canola (5%) [1]. The development of GM crops bring many benefits, such as (1) crops have 
become more insect-resistant; (2) food crops can be added vitamin or trace metal to benefit the human health; (3) The 
quality of non-food crops are improved for biomass energy or papermaking [2]. Although GM technology brings many 
benefits for non-food crops, people still misgive the effect of GM products for the health and the environment. 
Furthermore, GM crops might affect food (non-GM) crops in the open environment. Consequently, to avoid food crops are 
affected by GM crops, the strategies for the coexistence of GM and non-GM crop have become the popular issue in the 
world [3]. 

Due to the cross-pollination might occur between GM and conventional (or organic) crops in the open environment, the 
tolerance threshold of the cross-pollination rate for non-GM agricultural products is set to 0.9% in the European Union 
(EU). Consequently, one of the strategies for the coexistence of GM and non-GM crops is predicting the cross-pollination 
rates of non-GM crops at different distance between GM and non-GM crops. Subsequently, government or researcher can 
determine a befitting distance between GM and non-GM crops to reduce cross-pollination occurred by using a model with 
higher accuracy in predicting cross-pollination rates. Owing to cross-pollination rates are associated with distance between 
GM and non-GM crops, most of the existing methods for predicting the cross-pollination rates of crops, which are only 
based on the distance between GM and non-GM crops. For example, due to the distribution of cross-pollination rates is 
close to exponential distribution, Ma et al. [4] proposed a non-linear model, which is modified from exponential 
distribution, to predict cross-pollination rates in 2004. Ma et al.’s model was only based on the distance between GM and 
non-GM crops. Subsequently, Gustafson et al. [5] used a power function to predict cross-pollination rates in 2006. In 
Gustafson et al.’s model, the distance was the variable of power function and used to estimate the other parameters of 

Gustafson et al.’s model. In 2008, Della et al. [6] proposed another non-linear model, which is 10k xc . In Della et al.’s 

model, x denoted the distance; c and k were two parameters, which were estimated by distance. 

Obviously, the well-known models for predicting cross-pollination rates only use distance between GM and non-GM 
crops. However, according to the literatures [7, 8], the cross-pollination occurred should be affected by many variables 
(factors) such as flowering time, wind speed, wind direction, sunshine-hour, and rainfall. For this reason, this paper wants 
to propose a method, which considers many variables (factors) to predict the rates of cross-pollination. Our proposed 
model is called RBFNN with SVM and bootstrap approach which is composed of radial basis function neural network 
(RBFNN), support vector machine (SVM) and bootstrap method. The main idea of the proposed model contains three 
parts. Firstly, the data of cross-pollination rates are classified into the categories of “GM crops” and “non-GM crops” 
according to the rate of cross-pollination. Subsequently, the training data are selected by the proportion of two categories 
to avoid the problem of imbalance class. Secondly, SVM and Euclidean distance to select relevant samples, which are 
similar to the testing sample, as training samples to enhance the prediction accuracy and reduce the execution time. 
Finally, the proposed model uses RBFNN to build the prediction model and uses bootstrap method to ensure the 
performance of predicting cross-pollination rates.  

The remainder of this paper is organized as follows. Section 2 briefly reviews the definitions of RBFNN and SVM. Section 
3 introduces the details of the proposed method. In Section 4, we report the experiment and results and Section 5 concludes 
this paper.  

2 Related methods 

2.1 Radial basis function neural network 
The concept of artificial neural network (ANN) model was first introduced in 1950s [9]. Since many artificial neural 
network models have been proposed. Among them, the feed-forward neural network and the radial basis function neural 
network (RBFNN) are most well-known artificial neural network model [9, 10]. Furthermore, RBFNN has become a popular 
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and powerful neural network for predicting in recent years. In comparison to other neural network algorithms like MLP, it 
uses less computation time for training as a result of its simple framework and has a more compact structure [11]. For these 
reasons, this paper uses RBFNN to predict the rate of cross-pollination. Figure 1 shows the structure of RBFNN. Two 
typical choices for RBF functions are shown in the following [12]. 

 

Figure 1. The structure of radial basis function neural network [13] 

Thin-plate-spline function: 
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Gaussian function: 
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where r is calculated by the Euclidean distance as shown in Eq. (3): 
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where xi is the ith input and cj is the center of the jth RBF. In general, RBF centers are chosen randomly or from some 
arbitrary data points. Then, the output can be calculated by Eq. (4) and Eq. (5). 
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where di is the ith output; woi is the biasing term; h is the number of hidden neurons, wji is the weight between the jth hidden 
neuron and the ith output, βj is the real constant called spread factor of the jth hidden neuron. 

2.2 Support vector machine 
Support vector machine (SVM) was first introduced in 1992 [14]. SVM is a supervised machine learning classifier. SVM 
has been become a popular and powerful classifier in the recent years. SVM builds a model that predicts whether a new 
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example falls into one category or the other. The basic binary SVM is introduced in the following. The original idea of the 
binary SVM is to use a linear separating hyper-plane (decision boundary) to maximize the distance between two classes [15] 
as shown in Fig. 2. The decision function of the binary SVM is presented as f(X) = WTX + b, where W = [w1, w2,…, wn]

T 
is the weight vector, b is a scalar n denotes the number of variables. The decision function is obtained by solving the 
following optimization problem. 
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Figure 2. Linear separating hyperplanes for the separable case [16] 

Where parameter C is a trade-off between training accuracy and generalization. The solution of this problem is given by 
solving the corresponding dual problem, a quadratic programming problem with n variables [17]. 

3 RBFNN with SVM and bootstrap approach 
The main idea of the proposed model consists of three steps as described as follows. Part 1: classify dataset: the dataset is 
classified into the categories of “GM crops” and “non-GM crops” according to the rate of cross-pollination. Then, the 
training data are selected by the proportion of two categories to avoid the imbalance class problem. Part 2: searching 
similar training data: the proposed model uses SVM and Euclidean distance to select relevant samples, which are similar to 
the testing sample, for building prediction model to enhance the prediction accuracy and reduce the execution time. Part 3: 
predicting cross-pollination rate: the proposed model uses the selected relevant samples to build RBFNN model for 
predicting the rates of cross-pollination and use bootstrap method to ensure the performance of predicting 
cross-pollination rates. Fig. 3 shows the flowchart of the proposed model, and the details are introduced in the following.  

Step 1: classify dataset 

As described as Section 1, the main effect of the cross-pollination occurred is the distance between GM and non-GM 
crops. Moreover, most of samples are with smaller rates of cross-pollination. Consequently, when most of the training 
dataset are with smaller rates of cross-pollination, the built model could not predict a sample with higher rate of 
cross-pollination. This situation is called imbalance class problem. To avoid this problem, we, firstly, perform data 
pre-processing before predicting.  
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Each of data is classified into the categories of “GM crops” and “non-GM crops” according to the rate of cross-pollination. 
To follow the definition of EU for GM and non-GM crops, the criterion of this paper for classifying dataset is set to 0.9%. 
If a sample’s cross-pollination rate is greater than 0.9%, the sample will be classified into the category of “GM crops”. In 
contrast, the sample will be classified into the category of “non-GM crops”. Subsequently, the training data in this paper 
are selected according to the proportion of the result of the classified categories. For example, 1,000 and 100 samples are 
classified into the category of “non-GM crops” and that of “GM crops”, respectively. 100×70%=70 samples belong to the 
category of “GM crops” and 70×(1+50%)=105 samples belong to the category of “non-GM crops” are selected as training 
dataset for the proposed model. Remainder samples are testing dataset. Accordingly, it can solve the imbalance class 
problem by this step. 

Step 2: the relevant samples selection 

After selecting the training data, we want to select the similar samples, which are called relevant samples, for the testing 
sample to enhance the prediction accuracy. Hence, each of testing sample has its own model, which is a specific model for 
predicting the cross-pollination rate of the test sample. Consequently, we use the following three steps to select relevant 
samples. 

Step 2.1: constructing the proportion table for selecting relevant samples 

Consequently, we use SVM to construct a table of classified results of the training data as shown as Table 1. Next, we 
construct a proportion table for selecting relevant samples, as shown as Table 2, based on Table 1.  

Table 1. A table of classified results of the training data 

  Actual  

  Non-GM crops GM crops total 

Predicted 
Non-GM crops a b a+b 

GM crops c d c+d 

 total a+c b+d  

Table 2. A proportion table for selecting relevant samples. 

  Actual 

  Non-GM crops GM crops 

Predicted 
Non-GM crops P11=a/(a+b) P12=1- P11 

GM crops P21=c/(c+d) P22=1- P21 

Step 2.2: calculate the similarity between the testing sample and the training data 

This step uses the Euclidean distance to calculate the similarities between a testing sample and each of training data as 
shown in Eq. (7). In Eq. (7), Tj denotes the jth variable of the testing sample; Xij denotes the jth variable of the ith training 
data; n denotes the number of variables. The similarities between the testing sample and each training data are sorted as 
shown in Table 3. 
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Table 3. The sorted similarities table 

Rank Non-GM crops GM crops 
1 EDN1 EDG1 
2 EDN2 EDG2 
… … … 
n EDNn EDGn 
… …  
m EDNm  

Step 2.3: searching relevant samples for prediction 

In this step, SVM is used to classify the testing sample. Then, the relevant samples are selected by the predicted category 
of the test sample. For example, if a testing sample is classified into the category of “non-GM crops”, the first 200×P11 (P11 
is a proportion in Table 2) samples are selected from training dataset belong to the category of “non-GM crops” in Table 3 
and the first 200×P12 (P12 is a proportion in Table 2) samples are selected from training dataset belong to the category of 
“GM crops” in Table 3. After selecting 200 relevant samples, they are used to build a specific model for predicting the 
cross-pollination rate of the test sample in Step 3. 

Step 3: predict the rate of cross-pollination 

After having relevant samples, we use them to train RBFNN model for predicting cross-pollination rates. Figure 3 shows 
the framework of RBFNN model for predicting cross-pollination rates. In Fig. 4, the nodes of input layer are the variables 
(X1, X2, X3,…, Xn) of the data and the node of output layer is the rate of cross-pollination (CP). Finally, we perform 
predicting cross-pollination rate by feeding the testing sample into the trained RBFNN model.  

 

Figure 3. The flowchart of RBFNN with SVM bootstrap approach 

Step 4: bootstrap approach 

In statistics, bootstrap is a resampling with replacement for small sample size to reduce the variance of the prediction  
error [18]. Hence, to enhance the stability of our proposed method, Step 3 is performed 100 times bootstrap method in this 
paper. Consequently, the finial predicted cross-pollination rate is the average predicted cross-pollination rate from the 
results of bootstrap method. Note that an iteration of the above procedure (Step 1 through Step 4) predicts only one 
cross-pollination rate of a testing sample. 
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Note that the programming of this paper is coded by the statistical software R. Furthermore, “e1071” package of R is used 
to build SVM model, and “RSSNS” package of R is used to build RBFNN model. 

 

Figure 4. The framework of the proposed model for prediction cross-pollination rates 

4 Experiment and results 

4.1 Dataset 
The dataset of this paper are the first and second harvests of maize, contain in 2009 to 2011, from Taichung District 
Agricultural Improvement Station and Potzu Branch Station in Tainan District Agricultural Improvement Station. The 
data contains 17,482 samples and 8 variables. Note that the descriptions of the variables are shown in Table 4. The 
response variable of this paper is “CP”, and the remainder variables are explanatory variables. The maximum, average, 
and standard deviation of the cross-pollination rates are 93.7%, 1.069%, and 4.4716 %, respectively, as shown in Table 5. 
The trend of the cross-pollination rates at different the distance from pollen source is shown in Fig. 5. To enhance the 
availability of our proposed method, we divide data into five sets according to the distance from the GM crops. The data 
distributions of the cross-pollination rates at different distance are shown in Table 5. Subsequently, 66% samples are 
selected into training dataset, and the remainder samples are testing dataset. Accordingly, the training dataset is used to 
train and build prediction model, and the testing dataset is used to verify the performance of our proposed method. 

Table 4. The descriptions of the variables 

Variable Description Variable Description 

CP The rates of cross-pollination MWS The average wind speed (m/s) of month 

MT The average temperature (oC) of month RAIN The average rainfall (mm) of month 

Distance 
The distance between GM and non-GM 
crops 

theta The angle theta between GM and non-GM crops 

MH 
The average relative humidity (%) of 
month 

SUN The average sunshine-hour of month 

Table 5. The data distribution of the cross-pollination rates at different distance 

 Mean (%) Standard deviation (%) Maximum (%) Median (%) 

0-10 meter 2.9330 8.3923 93.7 0.0948 

0-20 meter 1.7770 6.1243 93.7 0 

0-30 meter 1.3230 5.1185 93.7 0 

0-40 meter 1.1840 4.7542 93.7 0 

0-50 meter 1.0690 4.4716 93.7 0 
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Figure 5. The trend of the cross-pollination rates at different distance. 

4.2 Performance 
In this section, we report our experimental results and compare to the existing methods. The existing methods, which are 
exponential, log/log, and log/quart, are introduced in the literatures [4-6] as represented in Eq. (8), Eq. (9), and Eq. (10), 
respectively. 

exp( ),=cp c kx                                                                                (8) 

,= kcp cx                                                                                     (9) 

10 ,= k xcp c                                                                                 (10)  

where cp denotes the rate of cross-pollination; x denotes the distance between GM and non-GM crops; c and k are two 
parameters of equations.  

Due to the root mean square error (RMSE) is a main performance measure for predicting [9-19], this paper uses RMSE, as 
shown as Eq. (11), for comparing the performance between models. In Eq. (11), CPi denotes the actual cross-pollination 

rate of the ith testing sample; iCP  denotes the predicted cross-pollination rate of the ith testing sample. 
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The RMSE (%) of the proposed model and the existing models at different distance are shown in Table 6 and Figure 6. For 
0-10 meter, the RMSEs (%) of the existing models are similar. In contrast, the RMSE (%) of the proposed model is better 



www.sciedu.ca/air                                                                                       Artificial Intelligence Research, September 2012, Vol. 1, No. 1 

                                ISSN 1927-6974   E-ISSN 1927-6982 92

than the existing models. Obviously, Table 6 and Figure 6 show that the RMSE (%) of the proposed model is the smallest 
at each distance. The RMSE (%) of the proposed method is less than that of the existing methods about 30%.  

 

Figure 6. RMSE (%) of the proposed model and the existing methods 

Table 6. RMSE (%) of the proposed model and the existing methods 

The proposed model Exponential Log/log Log/square 

0-10M 4.0645* 7.6300 7.6978 7.6442 

0-20M 3.0627* 4.9085 4.9533 4.8982 

0-30M 2.4086* 4.2800 4.3648 4.2822 

0-40M 2.4798* 3.4923 3.5473 3.5082 

0-50M 2.1429* 3.5488 3.5696 3.5384 

 “*” denotes the minimum RMSE 

Table 7 shows the coefficient of correlation between the actual and the predicted cross-pollination rates for the proposed 
model and the existing methods at different distance. In table 7, the coefficients of correlation of the proposed method are 
significant greater than that of the existing methods. The average of correlation coefficient of our proposed method is 
greater than 0.75. In contrast, the averages of correlation coefficients of the existing models are about 0.2. Figure 7 shows 
the scatter plot of the actual and the predicted cross-pollination rates for the distance at 0-10 meter.  

Table 7. The coefficient of correlation between the actual and the predicted cross-pollination rates 

The proposed model Exponential Log/log Log/square 

0-10M 0.8803* 0.2069 0.1593 0.1944 

0-20M 0.8257* 0.2525 0.2370 0.2626 

0-30M 0.7961* 0.2484 0.2294 0.2600 

0-40M 0.7860* 0.2291 0.2005 0.2302 

0-50M 0.7693* 0.2311 0.2238 0.2411 

 “*” denotes the maximum coefficient of correlation 

To verify the performance of the proposed model is significant better than the other models, we test the different of 
RMSEs (%) between models. Table 8 shows the results (p-value) of testing at 0-50 meter. In Table 8, the p-values of the 
proposed model are small than 0.001, namely, they are significant better than the existing models at significant level 
α=0.05. The p-values between the other existing models are greater than 0.9, namely, they are insignificant different. In 
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short, the performance of the proposed model is better than the existing models in terms of RMSE (%) and the coefficient 
of correlation, especially the correlation coefficient of our proposed method is greater than 0.88 (r=0.8803) for the distance 
at 0-10 meter. Hence, the proposed model can be applied for prediction the rates of cross-pollination.  

 

Figure 7. The scatter plot of the actual vs. the predicted cross-pollination rates for the distance at 0-10 meter. (a) The 
proposed model; (b) Exponential; (c) Log/log; (d) Log/square 

Table 8. The test results of RMSE at 0-50 meter 

The proposed model Exponential Log/log 

Exponential <0.001   

Log/log <0.001 0.9375  

Log/square <0.001 0.9678 0.9055 
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5 Conclusion 
Recently, biotechnology has been successfully applied in agriculture. The GM technology is one of the important 
biotechnologies in agriculture. However, people still misgive the effect of GM crops products for the health and the 
environment. Hence, the strategies for coexistence of GM and non-GM crops have become the popular research issue. The 
rate of cross-pollination prediction is one of the strategies for the coexistence of GM and non-GM crops. This paper 
proposes RBFNN with SVM and bootstrap approach to predict the rates of cross-pollination. The proposed method 
includes three specificities, such as (a) the proposed method reduces the effect of imbalance class problem. (b) The 
proposed method uses more variables, which are effect the cross-pollination rates, for prediction to enhance the prediction 
accuracy. (c) The proposed method searches relevant samples to reduce execution time and enhance the prediction 
accuracy. According to the results, the performance of the proposed model is significant better than that of the existing 
methods in terms of RMSE (%) and the correlation coefficient. Therefore, the proposed model could be successful applied 
for the cross-pollination rates prediction. In the further, governments or researchers can use the proposed model to 
determine a fitness distance for reducing the effect between GM and non-GM crops. Consequently, governments or 
researchers can make a decision for the policy of the coexistence of GM and non-GM crops according to the results of the 
proposed model.  
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