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Abstract 
Little attention has been paid to identifying the characteristics of a data set that provide favorable conditions for the task of 
incremental learning. In this work, several metrics were used to characterize data sets and identify the characteristics that 
may influence the trade-off between stability and plasticity. Three metrics are proposed for the evaluation of stability, 
plasticity and the trade-off between them in incremental techniques. The experiments were carried out using four 
incremental neural networks, and the results showed that the shape of the class boundary and spatial distribution of the 
samples have a great influence on this trade-off. 
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1 Introduction 
Several incremental neural networks have been proposed in the literature [1-7] to treat processes for which attaining a 
sufficient number of representative examples may not be feasible, either because the environment changes over time or 
because the rate at which examples become available is too slow [8]. 

In such situations, it is desirable to have a flexible model that can be upgraded without its performance on old data being 
affected. The training process should be such that it can learn new knowledge without forgetting the knowledge acquired 
previously. Such a model must be capable of maintaining the trade-off between two properties [9]: 

 Stability: the model must be able to retain knowledge without a catastrophic forgetting failure, but it is not 
guaranteed that the model will be able to accommodate new knowledge; 

 Plasticity: the model must be able to continuously learn new knowledge, without any guarantee that previously 
acquired knowledge will be preserved. 

We argue that incremental learning techniques are amongst the most appropriate approaches to accommodating the 
conflicting requirements of stability and plasticity because such techniques make it possible to continue to learn new 



www.sciedu.ca/air                                                                                                         Artificial Intelligence Research, 2013, Vol. 2, No. 4 

                                        ISSN 1927-6974   E-ISSN 1927-6982 64

information while maintaining previously acquired knowledge. The difficulty is in maintaining acquired knowledge and 
learning new information because these objectives may be in conflict, and how each technique addresses this conflict 
indicates whether it is more inclined to provide greater stability or greater plasticity. 

Little attention has been paid to analyzing the characteristics of data sets that provide favorable conditions for the task of 
incremental learning. Identifying such characteristics would help to determine the tractability of these data sets by systems 
based on incremental learning and to identify the best approach to addressing them. 

In this work, several complexity measures employed to characterize data sets [10, 11] were used to analyze the characteristics 
of data sets in terms of the trade-off between stability and plasticity. We propose new metrics for evaluation of the 
stability, plasticity and the trade-off between stability and plasticity associated with incremental learning techniques. 

The objectives of this study were mainly to investigate the impact of several data sets on the stability and plasticity of some 
incremental one-step learning techniques and to identify the characteristics of these data sets that influence the trade-off 
between stability and plasticity. The techniques evaluated in this work were incremental supervised neural networks 
designed for classification tasks, and their architectures adapt to each individual training sample. The techniques used for 
evaluation do not require reprocessing of any previous training sample to continue to learn new information. Although 
neural networks are the focus of this work, other classification techniques may be evaluated using the same procedure 
described in this study. It is also important to note that it is not an objective of this work to compare the performance of 
different classifiers but rather to use them to identify the effects of the characteristics of the data sets. 

In our experiments, we note that data sets with simpler and well-defined class boundaries and attributes with high 
discriminative power tend to yield a better trade-off between stability and plasticity. Conversely, the incremental learning 
task becomes more complicated when class boundaries are complex and not well defined. 

Lastly, an experiment was carried out to predict the trade-off between stability and plasticity of each incremental neural 
network evaluated using the characteristics of data sets. The results of this experiment show that it is possible to have a 
notion of the behavior of these classifiers without having to run them over a data set. 

This paper is organized as follows. In Section 2, we describe the metrics employed to characterize the data sets and the 
metrics proposed for the evaluation of stability, plasticity and the trade-off between them. In Section 3, we describe our 
experiments and their results. We lastly present our conclusions in Section 4. 

2 Measures 
This section is divided into two parts. In the first subsection, we describe the complexity measures used to quantify the 
characteristics of the data sets that we used. In the second subsection, we describe the metrics proposed to evaluate the 
stability and plasticity of the classifiers for each of these data sets. 

The measures of stability and plasticity help in the analysis of the behavior of a classifier when tested under conditions that 
are quite extreme with respect to the order of presentation of training samples, i.e., when it is presented only one class at a 
time. The use of complexity measures helps in the identification of some relevant characteristics in data sets, as 
nonlinearity, the discriminative power of attributes and the complexity of the class boundary. With the characteristics of 
data sets and the results obtained using a classifier for these same data sets, it is possible to draw a cause-and-effect profile 
and determine which characteristics of the data sets have greater impacts on the results obtained by a classifier. 

2.1 Complexity measures 
We have selected ten measures to describe the important aspects of each data set, such as statistical information, a feature’s 
discriminating power, overlap regions and class shapes. These measures, called complexity measures, are described 
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below. We used in the experiments the Orriols-Puig et al algorithm [10] for computing the complexity measures 
(http://dcol.sourceforge.net/). 

The maximum Fisher’s discriminant ratio (F1) computes the maximum discriminative power of each attribute. It 
compares the difference between the means of the classes and the sum of the variances of the classes. A possible 
generalization for C classes, which also considers all feature dimensions, can be stated as follows [10]: 
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where C is the number of classes, d is the number of input attributes, fda is the discriminant ratio of the ath attribute and pci 

is the proportion of examples of class ci. The value of a,ci is the median value of attribute a for class ci, and 2
a,ci is the 

variance of attribute a for class ci. A slightly different version of this measure is presented in [12]. 

A high value for Fisher’s discriminant ratio indicates that at least one of the attributes allows the separation of instances of 
different classes with partitions that are parallel to an axis of the feature space [10]. 

The volume of overlap region (F2) computes the length of the overlap range for each feature within two classes (when 
there are only two classes), normalized by the length of the total range in which all values of both classes are distributed. 
The volume of the overlap region is the product of the normalized lengths of the overlapping ranges for all features [12]. As 
a generalization for C classes, C > 2, this measure is the sum of the absolute values for all pairs of classes [10-12] as described 
by the following equation: 
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where d is the number of input attributes, fa is the ath feature, ci is the ith class, (ci,cj) goes through all pairs of classes and 
max(fa, ci) and min(fa, ci) are the maximum and minimum values, respectively, of feature fa for class ci. 

A low value of this measure means that the attributes can discriminate between examples of different classes [10]. 
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The maximum (individual) feature efficiency (F3) is the maximum fraction of instances that can be separated by a 
particular feature [12]. For each pair of classes, the ratio of the number of instances separated by a particular feature to the 
number of instances of the pair of classes is computed for each feature. Then, the maximum discriminative ratio is taken as 
measure F3 [10]. 

The collective feature efficiency (F4) is determined in the same way as F3, except that this measure considers the 
discriminative power of all attributes. The collective discriminative power is computed in the following manner [10]. First, 
the most discriminative attribute, which is the attribute that can separate the maximum number of instances of one class, is 
computed. Next, all instances that can be discriminated are removed from the data set, and the next most discriminative 
attribute (from the remaining examples) is selected. This procedure is repeated until all of the examples have been 
discriminated or all of the attributes in the feature space have been analyzed. Lastly, the measure returns the proportion of 
instances that have been discriminated. 

The fraction of points on the class boundary (N1) provides an estimate of the length of the class boundary. This method 
builds a Minimum Spanning Tree (MST) that connects all instances in the data set to their nearest neighbors and then 
counts the number of instances connected to different classes by the MST. These instances are considered to be close to the 
class boundary. This number is divided by the total number of instances in the data set, and the result is the value of  
N1 [12, 13]. 

High values of this measure indicate that the majority of the instances are close to the class boundary and that a classifier 
may have more difficulty defining the class boundary accurately [10]. 

The ratio of average intra/inter class nearest neighbor (NN) distance (N2) is a measure that computes the Euclidean 
distance from each instance to its nearest neighbor within or outside the class. The average of all the distances to the 
nearest intra-class neighbors and the average of all the distances to the nearest inter-class neighbors are then calculated. 
The ratio of these two values is the value of the measure N2. 

Smaller values of this measure suggest more discriminant data, whereas higher values indicate that the examples of the 
same class are more dispersed [10]. 

The leave-one-out error rate of the NN classifier (N3) indicates how close the examples of different classes are and 
returns the leave-one-out error rate of the NN classifier. Low values of this measure indicate that there is a large gap in the 
class boundary [10, 13]. 

The nonlinearity of the NN classifier (N4) provides a measure of the nonlinearity of a data set. For a given data set, a test 
set is created by linear interpolation with random coefficients between pairs of randomly selected instances of the same 
class. The measure then returns the test error of the NN classifier trained with the original data set. This measure is 
sensitive to the smoothness of the classifier boundary and the overlap on the convex hull of the classes [10]. 

The fraction of maximum covering spheres (T1) counts the number of hyperspheres needed to cover each class, where 
each hypersphere is centered on one instance and grows to its maximum size before it reaches an instance of another class. 
Hyperspheres that are completely inside other hyperspheres are removed. The metric T1 is the number of hyperspheres 
divided by the number of instances in the data set. This metric provides a description of the shapes of the classes [10, 11]. 

The average number of points per dimension (T2) describes the density of the spatial distribution of instances, 
computed as the average number of instances per dimension (the number of attributes). This measure is a rough indicator 
of the sparseness of the data set [10, 11]. 
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2.2 Measures of stability and plasticity 
Three measures are proposed to evaluate the degrees of stability, plasticity and the trade-off between them. Before 
introducing these measures, however, we will explain how to use the procedures to address these measures. 

When using the three measures, it is necessary to divide each data set into C subsets, where C is the number of classes of 
the data set, Ni, i = 1, …,C, is the number of instances in each subset, and each subset contains only instances of a unique 
class. This division of the data sets avoids similar patterns arising in different subsets, which would make it difficult to 
perceive when a classifier has learned new information or has simply used prior knowledge. 

After the division of the data set as previously described, the classifier is initially trained with the first subset S1 and tested 
with the same subset. The number of instances correctly classified in subset S1 is then counted, and the value is denoted by 
A1,1, where the first index indicates the number of subsets used for training and the second index is the subset used for the 
test. Next, the subsets Si, i = 2, …, C-1, are also used for training; the classifier is tested with the subset SC, and the number 
of instances correctly classified is referred as BC-1,C, where the meaning of the indexes is the same as above. Later, the 
subset SC is also used for training, the value of AC,1 is computed for S1 and BC,C is obtained for SC. 

This procedure is repeated C times so that all of the subsets are used once as the first and once as the last subset of training. 
That is, this procedure for training and testing is repeated until the values of A1,i, AC,i, BC-1,i and BC,i, i = 1, …,C, have all 
been calculated. 

Figure 1 illustrates the calculation of values A and B for a data set with two classes (C = 2). First, the data set is divided into 
2 subsets, where the subset S1 is the first subset used for training. After the training with S1, this same subset is used for 
testing, and the number of instances correctly classified is counted. This number is the value of A1,1. Then, the subset S2 is 
used for testing, and the number of instances correctly classified is counted. This number is the value of B1,2. Next, the 
subset S2 is also used for training (that is, the classifier is trained with S1 and S2, respectively) and both subsets S1 and S2 are 
utilized for testing. The number of instances correctly classified of S1 and S2 are identified by the values A2,1 and B2,2, 
respectively. After these calculations, the order of the training subsets is reversed. Now, S2 is the first subset used for 
training and S1 is the second subset. With this change, the values of A1,2 and B1,1 are obtained when the classifier is trained 
only with S2, and A2,2 and B2,1 are calculated when the two subsets are used for training. The values of A are obtained for the 
first training subset, and the values of B are obtained for the last training subset. The number of sets is equal to number of 
classes. 

 

Figure 1. Illustration of the division of a data set with two classes into two subsets (S1 and S2) for the calculation of A and B. Each 
subset contains instances of a unique class. The two subsets are used for training, with S1 being the first subset used. The values 

of A are the instances correctly classified of S1 before and after S2 is used for training. The values of B are the instances correctly 
classified of S2 before and after S2 is used for training. 

The value of A1,i is the number of instances that the classifier learns of subset Si, and AC,i is the number of instances 
recognized of subset Si after the data of the C classes have been used for training. On the other hand, BC-1,i is the number of 
instances of subset Si that the classifier recognizes before it is trained with subset Si, and BC,i is the number of instances 
recognized after training with Si. The measures presented below are computed for the following two cases: the average 
amount of information retained for each class after learning the other classes and the average amount of information 
learned for each class after the other classes have been learned. 
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Retention (R) measures the degree of stability of a classifier, i.e., the ability of a classifier to retain old knowledge when a 
new piece of information is presented.  

The Retention value R of a classifier with respect to a data set is calculated using Eq. (3): 
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The value of the Retention metric is computed as the mean of the ratios between the number of recognized instances of 
each class before and after presenting all of the classes to the classifier. The value of R ranges from 0 to 100%. The larger 
the value of R is, the more able the classifier is to retain old knowledge. 

Innovation (I) measures the degree of plasticity of a classifier, i.e., the ability of a classifier to learn new knowledge. 

The Innovation value I is calculated using Eq. (4): 
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The value of the Innovation metric is calculated as the mean of the ratios between the number of recognized instances of 
each class before and after presenting this class for the classifier. The value of I ranges from 0 to 100%. The larger the 
value of I is, the more able the classifier is to learn new knowledge. 

The Harmonic Mean between retention and innovation (H) evaluates the trade-off between the stability and plasticity 
of a classifier for a data set. This value is calculated using Eq. (5): 
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The larger the value of H is, the better able the classifier is to perform a trade-off between stability and plasticity. The value 
of H ranges from 0 to 100%. 

A result when R = I suggests that the incremental method is not sensitive to the order of presentation of the classes, 
although this does not imply that it is insensitive to the order of the data presentation. 
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3 Experiments 
The experiments were carried out on the data sets shown in Table 1. Their characteristics are the number of classes (C), the 
number of attributes (NA), the number of instances (NI), and the complexity measures described in Section 2. These data 
sets were obtained from the UCI Machine Learning Database Repository (http://archive.ics.uci.edu/ml/) and from the 
ELENA European Project (http://www.dice.ucl.ac.be/neural-nets/Research/Projects/ELENA/). 

Table 1. Data sets: characteristics and complexity measures. 

 

The incremental neural networks used for evaluation were the Evolving Fuzzy Neural Network (EFuNN) [14, 15], the Simple 
Evolving Connectionist System (SECoS) [16], the Incremental Probabilistic Neural Network (IPNN) [17] and the Fuzzy 
ARTMAP [18]. These neural networks were chosen because they have similar features: they have a constructive 
architecture that grows as needed, they process one training sample at a time, they can continually learn over their whole 
existence, and they do not reprocess any previous training sample. 

The EFuNN uses fuzzy logic for classification. Fuzzification is performed for each sample, and the result is compared to 
the pattern stored within its architecture. More fuzzy logic membership functions result in a greater architecture size. This 
neural network has been used for various applications, and it is generally considered to be a neural network that can be 
trained quickly and adapts well to new data [19]. 

The SECoS is an incremental version of the Multi-Layer Perceptron (MLP) (SECoS is also called eMLP (evolving  
MLP) [15]) that has a hidden layer. Each neuron added in the hidden layer represents the training sample that caused its 
inclusion. SECoS can also be viewed as a version of EFuNN in which fuzzy logic is not used for classification. 
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Table 2. Results achieved for the Retention, Innovation and Harmonic Mean metrics. 

 

The IPNN is an incremental version of the Probabilistic Neural Network [20]. In the training phase of this network, training 
samples are only stored in its architecture, and the transfer function of its neurons is Gaussian. The advantages of the IPNN 
algorithm include its easy implementation, quick training and the fact that the order in which samples are presented for 
training does not affect its learning. However, it has the disadvantage of having many neurons in its architecture, thus 
requiring a large amount of memory and classification time. 

The Fuzzy ARTMAP is based on aspects of how the brain processes information. The ARTMAP has two layers of 
prototype units in a supervised learning structure. The first unit takes the input instances and the second unit takes the 
labels associated with the instances. During the learning, some adjustments are made in the units to make the correct 
classification. A similar structure is used in the Fuzzy ARTMAP, but the units use fuzzy logic. 

The experiments were performed using the following methodology. Initially, each attribute f of each data set in the interval 
[a, b] was mapped to [0, 1] using the following equation: 
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where a and b are the smallest and largest values of f , respectively, c = 0 and d = 1. The information in Table 1 was 
obtained after this procedure. 

Then, each algorithm was calibrated so that half of each data set was used for training and the other half was used for 
validation. After calibration, each data set was divided into C subsets, where C is the number of classes in the data set, and 
the methodology presented in Section 2 was used to calculate the Retention, Innovation and Harmonic Mean metrics. 
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These procedures were performed 20 times with random partitions. The average results for each data set and classifier are 
shown in Table 2. 

In Table 2, high values for the Harmonic Mean were obtained for some data sets, such as Balance, Iris, Car, CNAE-9, 
Segmentation, Texture and Wine. The high values of the Harmonic Mean indicate that the classifiers provide a good 
trade-off between stability and plasticity, and the corresponding data sets present characteristics that make them suitable 
for incremental learning tasks. On the other hand, other data sets yielded low values of the Harmonic Mean. 

In analyzing the techniques, it was observed that the techniques SECoS, EFuNN and Fuzzy ARTMAP behaved similarly. 
These three algorithms have a great ability to learn new information, as indicated by the Innovation metric (many results 
above 90%). The Retention metric, however, has low values for some of the data sets. These results demonstrate that these 
techniques focus more on learning new information than on retaining old knowledge. This adaptation to new data is slow, 
so the rate of deterioration of old knowledge is reduced. 

The results of the experiments show that unlike the other classifiers evaluated, IPNN is not influenced by the order of data 
presentation. Thus, its values of Retention and Innovation for each data set are equal. Although its values for Innovation 
are slightly smaller than those of the other methods, its values for Retention are higher. IPNN thus has a greater capacity to 
store old information and a weaker ability to learn new information. For tasks for which there is continuous change in the 
features, the Fuzzy ARTMAP, SECoS and EFuNN classifiers have a greater capacity than IPNN to adapt to these changes. 
On the other hand, IPNN has a more evenly balanced trade-off between retaining and learning information. 

We performed two-tailed paired t-tests at the 1% significance level to compare the Retention and Innovation results for 
each algorithm. The results of the t-tests indicated that the Innovation (plasticity) of Fuzzy ARTMAP, SECoS and EFuNN 
were significantly greater than their respective Retention values (stability), confirming the results of the previous analysis. 
As expected, there were no significant differences between the Innovation and Retention values for the IPNN algorithm, 
because they were equal to each other. 

An important issue is to identify before-hand which data set characteristics may affect the trade-off between stability and 
plasticity, thus predicting the behavior that a data set may produce in an incremental learning procedure. To determine 
these characteristics, the Kendall correlation coefficient [21] between each measure and result was computed, together with 
a test of the hypothesis of no correlation at a significance level of 1%, to verify whether the correlation between the 
parameters was significant. The complexity measures N1 and N3 were found to be significantly correlated with the results 
of IPNN, SECoS and EFuNN. The smaller the values of these measures were, the larger the value of the Harmonic Mean 
was. The measure N4, which measures the degree of nonlinearity, was also significantly correlated with the results of 
IPNN and SECoS. High values of this measure suggest that the instances of different classes are very similar, that the class 
boundary is not well defined and that the separation between classes is nonlinear. That is, the spatial location of the 
instances has a great effect on the performance of these algorithms. For the Fuzzy ARTMAP and IPNN, the influence of 
the measure T2 was noted. The smaller the value of T2 is, the larger the value of the Harmonic Mean is. Higher values of 
T2 indicate a greater concentration of instances in a region, and if these instances have a complex boundary of separation, 
many instances may be misclassified. Another relevant measure for Fuzzy ARTMAP is N4. Classes with nonlinear 
boundaries are harder to classify correctly, although N4 was not significantly correlated. 

The complexity measures F1 and F2 were found to be correlated (but not significantly) with the results. The larger the 
value of F1 is and the smaller the value of F2 is, the larger the value of the Harmonic Mean is. That is, a high 
discriminative power of the attributes (F1) and a low distribution overlap of different classes (F2) are important in 
addressing the problem of the trade-off between stability and plasticity. However, we observed high correlations between 
the values of F1 (a negative correlation) and F2 (a positive correlation) with the values of N4. This is evidence that the 
same conditions affect all three of these measures. However, the measure N4 better reflects this effect on the Harmonic 
Mean, as shown by the results of the statistical tests. 
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The results of this analysis explain the high values for Harmonic Mean obtained for at least three techniques for the data 
sets Iris, Segmentation and Texture, which had high values of F1 and low values of N4. For these three data sets, the F1 
measures were greater than 10. Other data sets with low values of N4, such as CNAE-9 and Wine, also had high values for 
the Harmonic Mean. However, data sets with high values for N1, N3 and N4, such as Abalone, Gaussian_2D and Yeast, 
had low Harmonic Mean values. Eventually, one or more techniques behave differently than expected, and one of the 
reasons is related to the characteristics of the algorithms. For example, EFuNN is the only one of the algorithms considered 
that did not achieve a high value for the CNAE-9 data set. Nonetheless, CNAE-9 has a huge amount of zeros in its 
attributes (more than 90%), and as noted by Watts [19], this has an adverse effect on the performance of this technique. 

It would be interesting to use the characteristics of data sets to predict the relationship between stability and plasticity. To 
assess this possibility, we carried out a final experiment to predict the Harmonic Mean values of the data sets using the 
leave-one-out procedure and determined the value of the mean absolute error (MAE) for each algorithm. 

In this experiment, each data set was considered to be an instance, its attributes were considered to be the complexity 
measures, and each instance was labeled with the Harmonic Mean. All measures were mapped to the interval [-1, 1] using 
Equation 4, where c = -1 and d = 1. Each instance was then normalized by the infinity norm. The Harmonic Mean values 
were also mapped to the interval [-1, 1]. Next, two methods were used to predict the Harmonic Mean for each technique: a 
method based on Ordinary Least Squares (OLS) regression, which considers a linear relationship among the attributes, and 
an approach based on the use of a Back-Propagation Neural Network (BPNN). The results reported are the mean values for 
20 BPNN runs. The predicted values were scaled to the interval [0, 100]. 

Table 3. Mean Absolute Error in the Prediction of Harmonic Mean. 

 

Table 4. Prediction of Harmonic Mean in percentage. 

 

The MAE results for each technique are presented in Table 3, and the results for some data sets are presented in Table 4. 
Although OLS is a simpler method than BPNN, the two yielded similar mean results. The greatest differences were for the 
neural networks SECoS and ARTMAP. The results obtained for SECoS and IPNN were more accurate than those for 
EFuNN and ARTMAP. The Kendall correlation coefficient values indicate that the SECoS and IPNN results were more 
strongly correlated with the complexity measures than the other techniques, meaning that it is easier to predict their 
behavior. 

From the results obtained for these techniques, particularly SECoS and IPNN, it is possible to estimate the trade-off 
between stability and plasticity, making it possible to avoid running these incremental approaches over the data sets. 
Furthermore, this analysis approach aids in the identification of the most promising incremental approach for tackling a 
specific problem because the behavior of a technique can be estimated in advance for the data set at hand. 
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4 Conclusions 
In this study, three metrics are proposed for measuring stability, plasticity, and the trade-off between the two in 
incremental supervised learning. A series of experiments was carried out to assess the degrees of stability and plasticity of 
some incremental supervised neural networks designed for classification tasks. In general, the incremental neural 
networks presented high degrees of plasticity for all data sets. Some data sets had high values for stability and the trade-off 
between stability and plasticity, and other data sets had low values. IPNN was an exception in that it was not affected by 
the order of the data presentation; it exhibited a higher capacity to retain old knowledge, although it had a lower capacity to 
learn new information. 

The analysis of the results indicated that the spatial distribution of the samples in a data set is an important characteristic 
influencing the trade-off between stability and plasticity. Data sets with attributes that have high discriminative power and 
well-defined class boundaries tend to provide a better trade-off between stability and plasticity. On the other hand, when 
the instances of different classes are more similar and class boundaries are not well defined, the task of incremental 
learning is more complex. 

Lastly, an experiment was carried out to predict the trade-off between stability and plasticity of each incremental neural 
network evaluated in this study. In this experiment, reasonable predictions were obtained and showed that it was possible 
to have an idea of the behavior of classifiers without having to run them on a data set. This type of analysis may be useful 
in identifying the most promising incremental approach for tackling a specific problem with respect to the trade-off 
between plasticity and stability. Another advantage of this analysis approach is that it may be used to build ensembles of 
techniques that can be weighted with respect to their ability to achieve a trade-off between plasticity and stability. This 
approach can be used to obtain an estimate of the ensemble weights without having to perform long and complex processes 
for calibration of the weights, as presented in [22]. 
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