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ABSTRACT

The use of cloud computing system, which is the basic technology supporting ICT, is expanding. However, as the number of
terminals connected to it increases, the limit of the capability is also becoming apparent. The limit of its capacity leads to the
delay of significant processing time. As an architecture to improve this, the edge computing system has been proposed. This
is known as a new paradigm corresponding the conventional cloud system. In the conventional cloud system, a terminal sends
all data to the cloud and the cloud returns the result to the terminal or a thing directly connected to it. On the other hand, in
the edge system, a plural of servers called edges are connected directly or to close distance between the cloud and the terminal
(or thing). Then, let us consider the case of machine learning that requires big data. The purpose of learning is to find out the
relationship (information) lurking in from the collected data. In order to realize this, a system with several parameters is assumed
and estimated by repeatedly updating the parameters with learning data. Further, there is the problem of the security for learning
data. In other words, users of cloud computing cannot escape the concern about the risk of information leakage. How can we
build a cloud computing system to avoid such risks? Secure multiparty computation is known as one method of realizing safe
computation. It is called SMC (Secure Multiparty Computation). Many studies on learning methods considering on SMC have
also been proposed. Then, what kind of learning method is suitable for edge computing considering on SMC? In this paper,
learning method suitable for edge computing considering on SMC is proposed. It is shown using an edge system composed
of a client and m servers. Learning data are shared m pieces of subsets for m servers, learning is performed simultaneously in
each server and system parameters are updated in the client using their results. The idea of learning method is shown using BP
algorithm for neural network. The effectiveness is shown by numerical simulations.
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1. INTRODUCTION

The use of cloud computing system, which is the basic tech-
nology supporting ICT, is expanding. However, as the num-
ber of terminals connected to it increases, the limit of the
capability is also becoming apparent. The limit of its capabil-
ity leads to the delay of significant processing time delay./'~*

According to Cisco Comp., it is estimated that by 2019 data
generated similar to people, machines and things will reach
500 Zettabytes. On the other hand, IP traffic of the Global
Center is assumed to be only 10.4 Zettabytes by the same
time.!*! In particular, in the field requiring online or fast
processing such as automatic driving, this brings about fatal
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consequences. As an architecture to improve this, the edge
computing system has been proposed.l>**#! It is desired as
a new paradigm for IoT.*# In the conventional cloud sys-
tem, a terminal (or thing) sends all data to the cloud and the
cloud returns the result to the terminal (or thing) directly
connected to it. On the other hand, in the edge system, a plu-
ral of servers called edges are connected directly or to close
distance between the cloud and the terminal (or thing).3#
That is, although edge system cannot use servers with high
processing capability compared with the cloud system, it
seems that high processing capability can be realized by effi-
ciently combining a plural servers in the edge system. From
the side of terminals, normal tasks can be handled at edges,
and the cloud processing is done for tasks that require large
computing power. With the push from cloud severs and pull
from IoT, the edge of the network is changing from data
consumer to data producer as well as consumer.*3! Then,
what kind of paradigm for machine learning with the edge
computing is needed? The purpose of learning is to find out
the relationship (information) lurking in from the collected
data. In order to realize this, a system with several param-
eters is assumed and estimated by repeatedly updating the
parameters with learning data. Various solutions for learning
have been proposed./>% On the other hand, users of cloud
or edge computing cannot escape the concern about the risk
of information leakage. How can we build cloud or edge
computing system to avoid such risks? One way to achieve
this goal is data encryption. Data encryption is an effective
way to protect data from risk, but data must be repeatedly
encrypted and decrypted each time data processing is done.
Therefore, a safe system using distributed processing has
attracted attention, and a lot of studies with cloud have been

Cloud

(Servers) Terminal
] | ¢ — |
| | A

(a) Conventional system

Figure 1. An example of secure shared data for m =2

Each server is connected directly to each terminal (or thing).
The client (user) sends data to each server and remembers
them on the server. When a client needs data processing,
each server performs a part of the calculation used by the
client and sends it to the client. The client computes the
result using them. If the result cannot be obtained in one pro-
cess, data communication and calculation between the client
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done.”-8 As a method for realizing distributed processing,
secure multiparty computation which is currently applied
to several application is known. It is called SMC (Secure
Multiparty Computation). Many studies on learning methods
of SMC have also been proposed.>:3-11 So, what kind of
learning method is suitable for edge computing considering
on SMC?

In this paper, learning method suitable for edge computing
considering on SMC is proposed. That is, it is shown that
batch learning method is one learning method suitable for
edge system. The effectiveness of the idea is shown using
BP algorithm of neural networks.

2. PRELIMINARY

2.1 A configuration of edge computing system

The purpose of the edge system is how to combine multiple
servers with low capabilities to build a system with high
processing capability. In this paper, the following four items
as processing capacity are considered.

(1) High speed

(2) Distributed hardware amount like memory
(3) Reduction of communication time

(4) Security preserving

In the following, a method to efficiently realize machine
learning using big data on edge system is proposed.

Figure 1 shows a system of edge computing used in this
paper. The system is composed of the terminals (or things)
directly connected to the cloud and a plural servers (called
edges) connected directly or to close distance between the
cloud and the terminal (or things).

Cloud Servers .
(Servers) 1 (Local servers) Terminal
) ] e —
=5~ —I2

(b) Edge system

and the cloud are repeated until the final result is obtained.
The problem is how to share and distribute data between the
client and the server in order to execute high-speed calcula-
tion while maintaining security.

In the conventional cloud system, each terminal that needs
calculation processing sends all data to the cloud and the
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cloud returns the result to the terminal directly connected
to the cloud (see Figure 1(a)). On the other hand, in the
edge system, a plural servers called edges are connected di-
rectly or to close distance between the cloud and the terminal.
Each data of terminal is sent to each edge (server) and data
processing is performed in the edge system (see Figure 1(b)).

2.2 Gradient descent method in machine learning

The purpose of machine learning is to give a method to
realize the input/output relation of given learning data by
the parameters of one system. Normally, since appropri-
ate parameters can not be found directly, parameters are
estimated by sequentially updating the parameters based on
SDM (Steepest Descent Method) or GDM (Gradient Descent
Method). Applications of SDM include BP (Back Propa-
gation) learning method of neural network, unsupervised
learning like K-means, NG (Neural Gas) and SOM (Self
Organization Mapping) and fuzzy modeling, etc. It is used
for many problems.>~”!

Gradient descent method is a way to minimize an objective
function .J (@) parameterized by a model’s parameters 8¢ R?

by updating the parameters in the opposite direction of the
2J(0)
00

gradient of the objective function to the parameters,
where R is the set of all real numbers. The learning rate n
determines the size of the steps we take to reach a (local)
minimum. The method is performed based on the following
equations!’! :

0(t+1)=0(t) —nV.J(0) (1)
That is, the parameter 0 is updated based on Eq.(1) using
learning data in order to reach a minimum. There are three
methods based on how to use learning data, online, mini
batch and batch. In the following, let us explain the mini-
batch method.

Let D be the set of learning data. The set D is composed
of L subsets such as D = |J;_,B; and B,NB; = & for
i#£jeZy, where |B;| = b, for leZy, |D| = Zle by, and
Z;={1,2,--- ,l}. Lett = 1.

Step 1: The sets B; is given.

Step 2: Update 0 based on Eq.(1) for B;.

Step 3: If V.J(8) is not sufficiently small, then go to Step 1
with ¢<—¢ + 1 else algorithm terminates.

If L = 1and L = |D|, then the methods are called online
and batch ones, respectively.

2.3 System configuration of secure shared data for SMC
Let us consider about conventional works with secure shared
data for SMC. In order to solve the problem, three partitioned
representation of data such as horizontally, vertically and any
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partitioned methods for SMC are known. Let us explain
about them using an example of Table 1.1°! In Table 1, a and
b are original data (marks) and ID is student identifier. The
purpose of computation is to get the average of them.

Table 1. Concept of horizontally and vertically partitioned
methods composed of one client and two servers

- - o o

ID ;'Subject A‘- Subject B‘;
. | )
O m——— r---g----; ----- b- -—— \‘
(L 50 8 i
Server1! 2 i 40 o 50 | i
:\ 3000 65 1 30 EHoriggntaIIy
/ , | |(| Partitioned
i 4 : o6 I method
Server2}| 5 | 80 o )
N E————— L/
average || 61 " 524

"t

Vertically partitioned method

First, let us explain about horizontally partitioned method
using Table 1.17-191 All the dataset are shared into two servers,
Server 1 and 2 as follows:

Server 1: dataset for ID=1, 2, 3,

Server 2: dataset for ID=4,5.

In Server 1, each average for A or B is computed as
(50 + 40 + 65)/3 and (80 + 50 + 30)/3, respectively. In
Server 2, each average for A or B is computed as (70+80) /2
and (62 + 40)/2, respectively. As a result, two averages for
subsets A and B are 61.0 and 52.4, respectively. Each server
cannot know half of the dataset, so security preserving holds.
In effect, it is possible not to use raw learning data. But,
in order to understand the idea easily, raw learning data are
used in the following.

Next, let us consider about vertically partitioned method for
SMC. All the dataset are divided into two servers, Server 1
and 2, as follows:

Server 1: dataset for subject A,
Server 2: dataset for subject B.

In this case, we can easily get two averages for subject A and
B as usual. Each server can know only data for subject A or
B, so security preserving hold.

In the following, the horizontally partitioned method is used
and the proposed method is applied to BP method of neural
network as an example of SDM.
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2.4 Perceptron learning

Let us explain the conventional neuron and its learning
method to understand BP method easily.’! The output y
is computed as

y = g(u) 2
N

u = Z’UjCCj (3)
7=0

where w is the internal potential of the neural element and
g(u) is the output function. v, is the weight for the j-th input,
vy is the threshold and zy = 1(see Figure 2).

Figure 2. A neural element

Let d(x') be the desired output for the [-th input x'. Let the
error function for learning data D = { (', d(x')[l€Z;)} be
defined by

L
E=o > (ofe!) — diah)’ @)

In order to minimize the function E, the weights for the
neuron are updated for the [-th data as follows:

OF 0
Av; = 8—% = (g(:cl) — d(:cl)) %(5) xé 5)
vit+1) = vi(t) +anv;(t) (6)

where j€Z, and « is a learning coefficient.

With batch learning, the following equation is used instead
of Eq.(5).
L
oK ! 1y 99(w)

a5 (7)

2.5 BP method

Let 'eJV forl€Z, and d : JN—J, where J = [0,1] or
[~1,1]. For data {(z',d(x!))|l€ZL}, let us determine the
three-layered neural network identifying learning data by BP
method. Let h = goe : JN—.J. Let M be the number of
elements for the second layer. Let w; for j€Zr and v be
weights for the second and output layer, respectively. Then g

Published by Sciedu Press

and e are as follows (see Figure 3):

N
61(33) =T Zwijxj y
j=0

Yi =
i) = 1,
1
m(w) = 1+ exp(—u)
where
(xl’...’xj’...’xN)GJN
— (yl’...’yi7...7yM)€JJ\/I

and wo; means the threshold value.

Further,
M
9(y) = 7 (Z w) , ®)
i=0
Yo = ]-7
Figure 3. An example of three-layered neural network
Then, the evaluation function is defined as follow:
1 & 2
— l l
E—EZ(h(w)—d(w ) 9)

=1
The weights w and v are updated based on BP method as
follows!>6! :
Av; = —a da(xh e (x!) (10)
Aw;j = —042(51i(:vl xé (11)
(j=0,--,N,i=0,---, M)
where o and a4 are learning coefficients,
d2(x) = (h(x) — d(z))h(x)(1 — h(z)) (12)
and

01i(x) = d2(x)vie;(x)(1 — e;(x)). (13)

Then, BP learning method is shown in Figure 4.

In batch learning, the following equations are used instead
29
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of Egs.(10) and (11). |

3. BATCH BP LEARNING FOR SECURE MUL-

Av; = — Z o1 0y () e; () (14) TIPARTY COMPUTATION
=1 ; 3.1 SMC for perceptron learning
Awij = — Z agéli(wl)mé» (15) Le.t us consider a system composed of a client and m serv.ers.
P It is assumed that the k-th server has subset By, for learning
(j=0,---N,i=0,---, M) data, where D = |J{" By, and B;(\B; = ¢ for i#j€Z,,.
Each server has parameter v; for j€Z . The k-th server cal-
Initial parameters w and v are set randomly. culates the error for the set B and the client updates weight
Tmax is set and =1, parameters using the result of each server.
In this case, Eq.(7) is renewed as follows:
v
Select a learning data (xl,d(xl)) S - _ 8g(u) )
Calculate the value Aw;; and Av; Lvj = Z Z (9(z) — d(z)) ou L
by Egs.(10) and (11) fori € Zy and j€ Z,. k=1ZeBy
i OF
| Update w;; and ;. | = Z 67 (16)
k=1 xen, 7V
No
lel+1
Yes Eq.(16) means that the calculation >3/ | 3", p is used
Ee %Z ld(x) = (x| instead of the calculation Zle. That is, the set D is shared
er horizontally to m pieces of datasets, each subset is processed
at a time in each server and the result is sent to the client.
The batch learning for the perceptron learning is shown in
Table 2.
Figure 4. BP learning
Table 2. SMC for Perceptron Learning
Client k-th Server
Initial The weight v = (vq, - -+, v ) is selected The set By, is given
condition randomly and sent to each server.
@, Thnasr and 6 are given. Sett = 1.
Step 1 Calculate g(z') for z'€ By,
by using Eq.(3). Calculate
Al =Y gep, (9(x) —d(z))
g(x")(1 - g(z))z;
and send them to the client.
Step 2 Calculate v;<v; +a ;L AY
and send them to each server.
Step 3 Compute Ey(t) =
Swen, (9(@) — d(@))?
and send them to the client.
Step4 | Compute E(t) = > ", Ex(t). f E <6
or t>T,,,, then the algorithm terminates
else go to Step 1 with ¢+t + 1

3.2 Batch BP learning for three-layered neural network
for secure multiparty computation

In this section, a batch learning method for SMC for three-

layered neural network is proposed as the same method as

30

the section 3.1. The problem is how weights w;; and v; are
updated using learning data shared on each server.

The following equations are used instead of Eqs.(14) and
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(15).

Av; = —Z Z ay02(x)e;(x)

)
k=1XecBy
Awij = — Z Z azéli(m)xj (18)
k=1XeBy

(]ZO,,N,ZZO,,M)

Eqs.(17) and (18) mean that the calculation ), , Z:L'EBk
is used instead of the calculation Zlel.

Table 3. SMC for BP method

The learning process of the three-layered neural network is
shown in Table 3.

Batch processing takes longer time than online one, but gen-
eralization ability is known to be high.[” The mini-batch
has properties between them. The learning method of SDM
for SMC by sharing learning data into several subsets as
described in Chapter 2. That is, method of minimizing dis-
closure of data to each server is taken. This realizes confi-
dentiality of learning data. Therefore, increasing the number
of servers leads to an improvement in confidentiality.

Client k-th Server
Initial The weight v = (vy, -+, V1), The set By, is given. Let the parameters
condition | w = (wjj,- -, w;n) are selected v; and w;; be denoted by v}’ and wf;.
randomly and sent to each server.
@, Thnaz and 6 are given. Sett = 1.

Step 1 Calculate g(x) for € By, by using

Eqgs.(17) and (18). Calculate Avf =
S wen (9(@) — d@))g(@)(1 - g(2))
es(@) and Awls = Ygep, (9(x) — d(@))
g(@)(1 — g(x))ei(x)(1 — ei(x))z;
and send them to the client.
Step 2 Calculate v;+v; + Y . AvF
and Wi Wi + E;::l Awfj
and send them to each server.
Step 3 Compute Ey(t) = Y pc p, (9(x) — d(x))?
and send them to the client.
Step 4 Compute E(t) =Y ;- Ex(t). If
E < 6 ort>T,,,, then the
algorithm terminates else go to
Step 1 with ¢t 41

On the other hand, in the case of the online method, param-
eters must be updated for each learning data. Therefore, as
the number of servers increases, the communication cost in-
creases and leading to an increase in learning time. In Figure
5(a), the error for each data of each server is computed, the
result is sent to client and the client updates the parameters.
The new parameters are set to the same server and the same
processing for another data is performed (see the thick ar-
rows of Figure 5(a)). The processing of learning data for
the next server is performed until all the processing of all
learning data for the server finished. In batch processing,
each server calculates the error for a subset of learning data
at a time, adds these results on the client side, and updates
the parameters. That is, as shown in Figure 5(b), error calcu-
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lation is performed at a time, updating is performed on the
client side, the result of new parameters is sent to all servers,
and the next processing of learning is performed. Therefore,
the increase of the number of servers realizes the reduction
of confidentiality and improvement of calculation speed.

Server 1
Server k
Server m

(b) Batch Processing

. Serverk

Server m

(a) Online Processing

Client

Figure 5. Online and Batch Procesing
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3.3 Why is batch processing effective for IoT?

There are three methods, batch, mini-batch and online, of
learning for data processing using SDM. Batch processing
takes longer time than the online one, but generalization
ability is known to be high. The mini-batch has properties
between them.!”! In the learning method of SDM for SMC,
as described in Chapter 2, by sharing learning data into sev-
eral subsets, a method of security preserving is performed.
In particular, batch processing as a learning method of IoT
for SMC is superior to online and mini-batch as follows:

In batch processing, data sent from the terminal to the server
is processed, it is without being sent to the client, and only
the result is sent to the client. On the client side, the pa-
rameters of the system are updated by adding the results
sent from each server. The new parameters are sent to each
server and the next learning step is performed. Compared
with conventional cloud systems, in edge systems, servers
and client are located nearby, so calculation processing and
data transmission/reception can be realized in short time.
Furthermore, since the server cannot access learning data
other than the self, security is preserved. In this case, by
increasing the number of servers, learning by a safer and
faster IoT system can be realized. Also, the high capability
on each server is not always required. In the case of online
processing, calculation processing for each data and updating
of parameters in each server are required, so that the time
needed for transmission and reception becomes longer. Also,
by increasing the number of servers, the time to change the
server is also added. However, compared to online process-
ing of a conventional cloud system, fast calculation can be
realized from the merit that the server is located nearby.

Since it is difficult to evaluate direct computing time, esti-
mate the time required for parameter updating of one time
for learning data. In online processing, the client sends
learning parameters to the first server. The server updates
parameters using (L/m) pieces of learning data, where L

(221 + 423 + 0.1)?

(4sin(mxs) + 2 cos(may) + 6

and m are the numbers of learning data and servers, re-
spectively. Let computing time for updating be O1(L/m).
After completion, the server returns the updated parameters
to the client. The client sends the parameter to the next
server and performs similar parameter update processing.
In this case, the time complexity is O(m-O1(L/m)), if the
communication cost between the client and the server is ne-
glected. On the other hand, in batch processing, when the
computing time of parameter updating for (L/m) pieces
of learning data is assumed to be O3(L/m), the com-
puting time for all learning data is O(1-Oz(L/m)). The
time complexity is O(Os(m) + 1-Oz(L/m)), assuming that
the computing time required for updating at the client is
Os3(m) by using the update amount of each server. In this
case, since the first term is smaller than the second term,
O(03(m) 4+ 1-:O5(L/m))=0(1-O5(L/m)) is estimated. If
O1(L/m) and O3(L/m) are assumed to be about the same,
speedup of m times in batch processing is expected.

4. NUMERICAL SIMULATIONS FOR THE PRO-
POSED ALGORITHM

In this section, numerical simulations of function approx-
imation and pattern classification are performed. The BP
and Batch methods mean the conventional BP and Batch
methods without sharing data, respectively. The proposed
method means the proposed method with m = 10 for SMC.

4.1 Function approximation

This simulation uses four systems specified by the following
functions with [0, 1]* (for Eqs.(19) and 20)) and [—1, 1]*
(for Egs.(21) and (22)). The simulation conditions are
K, = 0.01, K, = 0.01 and T}, = 1,000,000 for each
method. Further, the initial values w;; and v; are set to ran-
domly on [0, 1], respectively. The numbers of learning and
test data randomly selected are 1,000 and 1,000, respec-
tively.

1
Y 37.21 12 (19)
in(2 in (7 1.0
y = sin(27zq) X cos(x2)2><osm(7rx3) X x4+ 20)
(21 +423+0.1)2 | 4sin(ras) + 2 cos(may) + 6 21
Y 7442 44652
2z + 423+ 0.1)% (€372 4 2e74%4) 705 — 0,077 22)
vo= 74.42 1.68

Table 4 shows the results of comparison of accuracy for each
method. In each box of Table 4, Training and Test mean MSE
of training (x10~%), MSE of test (x 10~%), respectively.

32

The result of simulation is the average value from twenty
trials. The result shows that the accuracy for each method
is almost the same. That is, the accuracy of calculation
processing for SMC is held and the security is preserved.
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4.2 Pattern classification

Let us show the result for pattern classification using bench-
mark problems of Iris, Wine, Sonar and BCW in UCI
database!!! as shown in Table 5.

Table 4. Result for function approximation

Eq.19 Eq20 Eg.21 Eq.22
BP Training 2.64 40.49 4.40 5.58
Test 2.64 43.75 4.90 6.16
Training 1.00 26.45 1.06 2.30
Batch
Test 1.17 28.08 1.18 2.68
Proposed Learn 1.00 21.83 1.10 2.06
M=10) g 111 2400 123 249
Table 5. The dataset for pattern classification
Iris Wine Sonar BCW
The number of data 150 178 208 683
The number of input 4 13 60 9
The number of class 3 3 2 2

In this simulation, 10-fold cross validation as an evaluation
method is used: In 10-fold cross validation, all data are
randomly partitioned into 10 equal size subsets. Of the 10
subsets, a single subset is kept as data for testing the model,
and the remaining 9 subsets are used as training data. The
cross validation process is repeated 10 times (the folds) with
each of 10 subsets used exactly once as the validation (test)
data. The ten results from the folds can then be averaged to
produce a single estimation.

Table 6 shows the results of comparison between the con-
ventional and the proposed methods. In each box of Table 6,
Training and Test mean the rate (%) of misclassified data for
training and test, respectively. Each value is average from

five trials.

Table 6. Result of simulation of pattern classification

Iris Wine  Sonar BCW
Bp Training 3.60 1.96 1.29 2.39
Test 3.83 5.33 15.81 2.79
Batch Training 3.56 1.81 1.30 2.35
Test 3.87 5.50 16.60 2.78
Proposed Training 3.54 1.81 1.25 2.37
(m=10) Test 3.93 5.17 16.45 2.88

The result shows that accuracy between the conventional
and the proposed methods is almost same. Therefore, the
proposed method has good accuracy and security preserving.

5. CONCLUSION

In this paper, a method of security preserving machine learn-
ing for IoT was proposed and its effectiveness was shown by
numerical simulations. In Section 2, cloud and edge comput-
ing systems, a secure data sharing mechanism used in this
paper was explained. Further, the conventional BP method
was introduced. In Section 3, learning method suitable for
edge computing considering on SMC was proposed. In sec-
tion 4, numerical simulations were performed to show the
performance of the proposed method. Generally speaking, it
becomes as follows: It was shown using an edge system com-
posed of a client and m servers. Learning data were shared
m pieces of subsets for m servers, learning was performed
simultaneously in each server and system parameters were
updated in the client using their results. The processing was
iterated until sufficient results were obtained. The effective-
ness of the idea was shown using BP algorithm of neural
network. In the future, we will consider other application for
SDM and another method for data sharing.
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