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Abstract  
Authors present the stock price prediction algorithm by using Bayesian network. The present algorithm uses the network 
twice. First, the network is determined from the daily stock price and then, it is applied for predicting the daily stock price 
which was already observed. The prediction error is evaluated from the daily stock price and its prediction. Second, the 
network is determined again from both the daily stock price and the daily prediction error and then, it is applied for the 
future stock price prediction. The present algorithm is applied for predicting NIKKEI stock average and Toyota motor 
corporation stock price. Numerical results show that the maximum prediction error of the present algorithm is 30% in 
NIKKEI stock average and 20% in Toyota Motor Corporation below that of the time-series prediction algorithms such as 
AR, MA, ARMA and ARCH models.  
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1 Introduction 
Time series prediction algorithms are successively applied for stock price prediction [1, 2]. In Auto Regressive (AR) model, 
the future stock price is assumed to be the linear combination of the past stock prices. In Moving Average (MA) model, the 
future stock price is with the prediction errors of the past stock prices. The combinational idea of AR and MA models leads 
to Auto Regressive Moving Average (ARMA) model. In Auto Regressive Conditional Heteroskedasticity (ARCH) model, 
the future stock price is assumed to be linear combination of the past stock prices and the volatility of the prediction error is 
represented with the past errors. Some improved algorithms of ARCH model have been presented such as Generalized 
Autoregressive Conditional Heteroskedasticity (GARCH) model [3], Exponential General Autoregressive Conditional 
Heteroskedasticity (EGARCH) model [4] and so on.   

In the time-series prediction algorithms, the stock price is assumed to be the linear combination of the past data and the error 
term. The error term is modeled according to the normal probability distribution. Recent study results reveal that the 
probabilistic distribution function of the stock price is not unimodal and therefore, the stock price cannot be represented 
well by the normal probability distribution. For overcoming this difficulty, authors presented the stock price prediction by 
using Bayesian network based on discrete variables [5]. Bayesian network is the graphical model which can represent the 
stochastic dependency of the random variables via the acyclic directed graph [6-8]. The random variables and their 
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dependency are shown as the nodes and the arrows between them, respectively. The use of the Bayesian network enables to 
predict the daily stock price without the normal probability distribution. The continuum stock price is converted to the set of 
the discrete values by using clustering algorithm. In the previous study [5], numerical results showed that Ward method were 
better than the uniform clustering and then, that Bayesian network could predict the stock price more accurately than the 
time-series prediction algorithms. The use of a continuous Bayesian network is very natural for the prediction of continuous 
variable such as stock price. In a continuous Bayesian network, the probabilistic distribution function is unimodal the 
function is initially assumed to be the normal distribution. The econophysics shows that stock price distribution does not 
follow the normal distribution. Therefore, authors have presented the discretization of the continuum stock price and the use 
of the Bayesian network based on discrete variables. 

The aim of this study is to improve the accuracy of the prediction algorithm using the Bayesian network. For this purpose, 
the present algorithm uses the Bayesian network prediction twice. First, the first network is determined from only the 
discrete value set of the daily stock price and then, it is applied for predicting the past daily stock price which has already 
observed. The prediction error is evaluated from the difference between the actual and the predicted stock prices. The 
prediction error distribution is converted to the set of the discrete value set. Second, the second network is determined from 
both discrete value sets of the daily stock price and the daily prediction error and then, it is applied for the future stock price 
prediction. NIKKEI stock average and the Toyota motor corporation stock price [9] are taken as numerical examples. The 
results are compared with the time-series prediction algorithm and the previous prediction algorithm using Bayesian 
network [5].  

The remaining part of this paper is organized as follows. In section 2, the time-series prediction algorithms are introduced. 
In section 3, the Bayesian network algorithm is explained. The previous and new prediction algorithms are described in 
sections 4 and 5, respectively. Numerical results are shown in section 6 and then, the results are summarized in section 7.  

2 Time-Series prediction algorithms 

2.1 AR model 
In AR model ARሺ݌ሻ, the stock price ݎ௧ on the day ݐ is approximated with the past return ݎ௧ି௜ and the error term ݑ௧ as 
follows.  

௧ݎ  ൌ ଴ߙ ൅ ∑௜ୀଵ௣ ௧ି௜ݎ௜ߙ ൅  ௧      (1)ݑ

where the parameter ߙ௜ is the unknown parameter. 

The value ݌ is selected from ݌ ൌ 1,2,⋯ , 10 so as to minimize the AIC  

 AIC ൌ ln തଶߪ ൅ ଶሺ௣ାଵሻ்       (2) 

where the parameter ߪതଶ is the volatility of the residual of equation (1) and the parameter ܶ is the total number of the 

residuals. The parameter ߪതଶ is calculated from  

തଶߪ  ൌ ଵ்ି௣∑௧ୀ௣ାଵ் ሺݎ௧ െ  ୲ሻଶ     (3)ݎ̅

where the parameter ݎ௧ and ̅ݎ௧ denote the predicted stock price from equation (1) and the actual stock price, respectively.  
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2.2 MA model 
In MA model MAሺݍሻ, the stock price ݎ௧ on the day ݐ is approximated with the past error terms ݑ௧ି௝ as follows  ݎ௧ ൌ ଴ߚ ൅ ∑௝ୀଵ௤ ௧ି௝ݑ௝ߚ ൅  ௧                         (4)ݑ

where the parameter ߚ௝ is the unknown parameter.   

The value ݍ is selected from ݍ ൌ 1,2,⋯ ,10 so as to minimize the AIC  

  AIC ൌ ln തଶߪ ൅ ଶሺ௣ାଵሻ்                         (5) 

where the parameter ߪതଶ is estimate as follows.  

തଶߪ   ൌ ଵ்ି௤ ∑௧ୀ௤ାଵ் ሺݎ௧ െ  ୲ሻଶ                            (6)ݎ̅

2.3 ARMA model 
In ARMA model ARMAሺ݌,   .௧ି௝ as followsݑ ௧ି௜ and the error termݎ is approximated with the linear combination of the past price ݐ ௧ on the dayݎ ሻ, the stock priceݍ

௧ݎ  ൌ α଴ ൅ ∑௜ୀଵ௣ ௧ି௜ݎ௜ߙ ൅ ∑௜ୀଵ௤ ௧ି௝ݑ௝ߚ ൅  ௧                                     (7)ݑ

The values ݌ and ݍ are selected from ݌, ݍ ൌ 1,2,⋯ ,10 so as to minimize the AIC  

 AIC ൌ ln തଶߪ ൅ ଶሺ௣ା௤ାଵሻ்       (8) 

where the parameter ߪതଶ is given as  

തଶߪ  ൌ ଵ்ିሺ௣ା௤ሻ ∑௧ୀሺ௣ା௣ሻାଵ் ሺݎ௧ െ  ୲ሻଶ     (9)ݎ̅

2.4 ARCH model 
In ARCH model ARCHሺ݌,   .௧ [10] as followsݑ ௧ି௜ and the error termݎ is approximated with the linear combination of the past price ݐ ௧ on the dayݎ ሻ, the stock priceݍ

௧ݎ  ൌ α଴ ൅ ∑௜ୀଵ௣ ௧ି௜ݎ௜ߙ ൅  ௧      (10)ݑ

The error term ݑ௧ is given as  

௧ݑ  ൌ  ௧      (11)ݖ௧ߪ

where ߪ௧>0 and the term ݖ௧ follows the normal probability distribution whose average is 0 and volatility is 1.  

The term ߪതଶ is approximated as follows [10].  

ଶߪ  ൌ ଴ߚ ൅ ∑௝ୀଵ௤ ௧ି௝ଶݑ௝ߚ       (12) 

The values ݌ and ݍ are selected from ݌ ൌ 1,2,⋯ ,10 and ݍ ൌ 1,2,⋯ ,10 so as to minimize the AIC  
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AIC ൌ ln തଶߪ ൅ ଶሺ௣ା௤ሻ்      (13) 

where the term ߪതଶ denotes the volatility of the residual terms and the parameter ܶ is the total number of the residual terms. 

The term ߪതଶ is calculated from  

തଶߪ  ൌ ଵ்ିሺ௣ା௤ሻ ∑௧ୀሺ௣ା௣ሻାଵ் ሺߪ௧ െ  ത୲ሻଶ     (14)ݑ

3 Network determination algorithm 

3.1 Conditional probability 
When the probabilistic variable ݔ଴ depends on the probabilistic variable ݔ௜, the relation of the variables is represented as  

௜ݔ  →  ଴                        (15)ݔ

where the node ݔ௜ and ݔ଴ are named as the parent and the child nodes, respectively.  

If the node ݔ଴ has multiple parent nodes, the class of the parent nodes is defined as the class  

 ܲܽሺݔ଴ሻ ൌ ሼݔଵ, ⋯,ଶݔ ,  ெሽ     (16)ݔ

where the notation ݔ௜ and ܯ denote the parent nodes of the node ݔ଴ and the total number of the parent nodes, respectively.  

The dependency of the child node ݔ଴ to the class of parent nodes ܲܽሺݔ଴ሻ is quantified by the conditional probability ܲሺݔ଴|ܲܽሺݔ଴ሻሻ, which is given as  

 ܲ൫ݔ଴|ܲܽሺݔ଴ሻ൯ ൌ ௉ሺ௫బሻ௉ሺ௉௔ሺ௫బሻ|௫బሻ௉ሺ௉௔ሺ௫బሻሻ .     (17) 

where  

 ܲሺܲܽሺݔ଴ሻሻ ൌ ∏ ܲሺݔ௜ሻெ௜ୀଵ ܲሺܲܽሺݔ଴ሻ|ݔ௜ሻ.    (18) 

3.2 K2Metric 
Several scores such as BD Metric and K2Metric are presented for estimating the Bayesian network [5-7, 11]. In this study, 
according to the reference [11], K2Metric is used for evaluating the network validity. K2Metric is defined as follows.  

 K2 ൌ ∏ ሺ௅ିଵሻ!൫ேೕା௅ିଵ൯!ெ௝ୀଵ ∏ ௝ܰ௞!௅௞ୀଵ       (19) 

and  

 ௝ܰ ൌ ∑௞ୀଵ௅ ௝ܰ௞      (20) 

where the parameter ܰ, ܮ and ܯ denote total number of nodes and total numbers of states for ݔ଴ and ܲܽሺݔ଴ሻ, respectively. 

The notation ௝ܰ௞ denotes the number of samples of the state ݔ଴ ൌ ܺ௞ on the condition ܲܽሺݔ଴ሻ ൌ ܻ௝.  
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3.3 Graph structure search 
The graph structure is determined by K2 algorithm [5, 6]. The K2 algorithm is illustrated in figure 1 and summarized as 
follows.  

 

Figure 1. Graph structure search algorithm 

Set a parent node class ܲܽሺݔ଴ሻ as empty class ߶. 

Estimate K2Metric ܵ௕௘௦௧ of the network composed of the node ݔ଴	and the class ܲܽሺݔ଴ሻ.  
1) Set ݅ ൌ 1.  

2) Add ݔ௜ to ܲܽሺݔ଴ሻ.  
3) Estimate K2Metric ܵ of the network composed of the node ݔ଴ and the class ܲܽሺݔ଴ሻ. 
4) If ܵ ൑ ܵ௕௘௦௧, remove ݔ௜ from the class ܲܽሺݔ଴ሻ.  
5) If ܵ ൐ ܵ௕௘௦௧, set ܵ௕௘௦௧ ൌ ܵ.  

6) Set ݅ ൌ ݅ ൅ 1.  

7) If ݅ ൑ ܰ, goto step 4.  

8) Set as the Bayesian network ܤ, the network composed of the node ݔ଴ and the class ܲܽሺݔ଴ሻ.  
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3.4 Probabilistic reasoning 
When the evidence ݁ of the random variable is given, the probability ܲሺݔ௜|݁ሻ is estimated by the marginalization algorithm 
with the conditional probability table [12].  

The marginalization algorithm gives the probability ܲሺݔ௜ ൌ ܺ௟|݁ሻ as follows.  

 ܲሺݔ௜ ൌ ܺ௟|݁ሻ ൌ ∑ೕసభ,ೕಯ೔ಿ ∑ೣೕస೉భ೉ಽ ௉ሺ௫భ,⋯,௫೔ୀ௑೗,⋯,௫ಿ,௘ሻ∑ೕసభಿ ∑ೣೕస೉భ೉ಽ ௉ሺ௫భ,⋯,௫ಿ,௘ሻ                             (21) 

where the notation ∑௫ೕୀ௑భ௑ಽ  denotes the summation over all states ܺଵ, ܺଶ,⋯ , ܺ௅ of the random variable ݔ௝.  
4 Previous prediction algorithm 

4.1 Process 
The process of the previous prediction algorithm is summarized as follows.  

1) Transform stock price return into the discrete values set by Ward method.  

2) Determine the Bayesian network ܤ from the discrete values set.  

3) Predict the stock price by using the network ܤ.  

4.2 Ward method 
Ward method determines the clusters so as to minimize the Euclid distances from samples to the cluster centers are 

minimized. The notation ܥ ,ݖ௜  and ܿ௜ denote the sample, the cluster and its center, respectively. The estimator is given as  

,௜ܥ൫ܦ  ௝൯ܥ ൌ ௜ܥ൫ܧ ௝൯ܥ⋃ െ ௜ሻܥሺܧ െ  ௝ሻ                                         (22)ܥሺܧ

ሺC୧ሻܧ  ൌ ∑ ݀ሺݖ, ܿ௜ሻଶ௭∈஼೔       (23) 

where the notation ݀ሺݖ, ܿ௜ሻ denotes the Euclid distance between ݖ and ܿ௜.  
In the previous study [5], the Ward method and the uniform clustering were compared and then, the results show that the 
accuracy of Ward method was better than that of the uniform clustering. Therefore, Ward method is employed as the 
clustering algorithm. 

4.3 Discretization of stock price return 
Stock price return ݎ௧ is defined as [1, 2]:  

௧ݎ  ൌ ሺln ௧ܲ െ ln ௧ܲିଵሻ ൈ 100            (24) 

where the variable ௧ܲ denotes the closing stock price on the day [9] ݐ.  

In the Bayesian network, random variables are specified at nodes. The use of Ward method, which is one of clustering 
algorithms, transforms the return into the set of discrete values. In this study, the Ward method is adopted as the clustering 
algorithm.  
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The set of the discrete values is defined as  

 ሼݎଵ, ⋯,ଶݎ ,  ሽ       (25)	௅ݎ

where the notation ݎ௟ and ܮ denote the discrete value and its total number, respectively.  

The parameter ܮ is determined so as to minimize AIC which is defined as  

 AIC ൌ ln തଶߪ ൅ ଶሺ௅ାଵሻ்       (26) 

where the notation ߪതଶ denotes the variance and the variable ܶ is the total number of nodes. The variance ߪതଶ is defined as  

തଶߪ  ൌ ଵ்ିே ∑௧ୀேାଵ் ሺݎ௧ െ  ୲ሻଶ     (27)ݎ̅

where ܰ ൌ 10 and the parameter  ̅ݎ୲ denotes the actual stock price return.  

4.4 Stock price return prediction 
Bayesian network is determined according to the K2 algorithm from the set of discrete values. The K2 algorithm needs the 
total order relationship of the random variables. The total order relationship of the random variables is defined according to 
the time order (see Figure 2).  

 

Figure 2. Total order of stock price return 

Once the Bayesian network ܤ is determined, the stock price return ݎ௧ is determined so as to maximize the conditional 

probability ܲሺݎ௟|ܤሻ:  
௧ݎ  ൌ argmax௥೗ሺܲሺݎ௟|ܤሻሻ.      (28) 

5 Present prediction algorithm 

5.1 Process 
The process of the present algorithm is summarized as follows.  

1) Apply the previous algorithm described in section 4 to the prediction of the past stock price which has been already 
observed.  

2) Estimate the prediction error between the predicted and actual stock price returns.  

3) Transform error distribution into discrete values set by using Ward method.  

4) Determine the network ܤ′ from the set of the discrete values of the past stock price return and the prediction error.  

5) Determine the stock price return ݎ௧ so as to maximize the conditional probability ܲሺݎ௟|ܤሻ.  
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5.2 Discretization of prediction error 
When the past stock price is predicted by equation (28), a predicted and an actual stock prices are referred to as ݎ௧ and ̅ݎ୲, 
respectively. The prediction error ݑ௧ is estimated by  

௧ݑ  ൌ ௧ݎ െ  ௧ .      (29)ݎ̅

The use of Ward method transforms the error ݑ௧ into the set of the discrete values which is defined as  

 ሼݑଵ, ⋯,ଶݑ ,  ௅ᇲሽ         (30)ݑ

where the notation ݑ௟ and ܮᇱ denote the discrete value and the total number of the discrete values, respectively.  

The parameter ܮᇱ is determined so as to minimize the AIC defined in equation (26).  

5.3 Stock price return prediction 
The total order relationship of the random variables is shown in Figure 3.  

 

Figure 3. Total order of stock price return and prediction error 

Once the network ܤᇱ is determined according to the algorithm in section 3, the stock price return ݎ௧ is determined so as to 

maximize the conditional probability ܲሺݎ௟|ܤᇱሻ:  ݎ௧ ൌ argmax௥೗ሺܲሺݎ௟|ܤᇱሻሻ     (31) 

6 Numerical examples 

6.1 Nikkei stock average 
NIKKEI stock average prediction is considered as the first example. The network is determined from the daily stock price 
return from February 22 1985 to December 30 2008. The network is applied for predicting the daily stock price from 
January 1st to March 31st, 2009. The stock price distribution is shown in Figure 4. The results are compared with the 
time-series prediction algorithm and the previous algorithm [8].  

 

Figure 4. NIKKEI stock average return distribution 
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6.1.1 Network determination 
Firstly, the network is determined from the stock price return alone. The effect of the number of discrete values to the AIC 

of the network is compared in Table 1. The AIC is defined in equation (24). We notice that the AIC is smallest at ܮ ൌ 6. The 

discrete values and the cluster parameters at ܮ ൌ 6 are listed in Table 2. The notation ܿ௟ሺݎ௟ሻ means the cluster center, which 

is considered as the discrete value. The notation ሺܥ௟ሻ୫୧୬ and ሺܥ௟ሻ୫ୟ୶ denote the minimum and the maximum values of the 

samples in the cluster ܥ௟, respectively. The network determined from the stock price return alone is shown in Figure 5. We 

notice that the return ݎ௧ depends on the 5-days prior return ݎ௧ିହ, 7-days prior return ݎ௧ି଻, 9-days prior return ݎ௧ିଽ and 

10-days prior return ݎ௧ିଵ଴.  

Table 1. Discrete number versus AIC on NIKKEI stock average return 

Discrete number L AIC 

2 2.0442 

3 1.7830 

4 1.6066 

5 1.5193 

6 1.4597 

7 1.8168 

8 1.7478 

9 1.8126 

10 1.7729 

Table 2. Cluster data for NIKKEI stock average return 

Cluster ሺ࢒࡯ሻܖܑܕ, ሺ࢒࡯ሻ࢒ࢉ ܖܑܕሺ࢒࢘ሻ ܥଵ [ -16.138%, -3.000% ) -4.30% ܥଶ [ -3.00%, -0.730% ) -1.48% ܥଷ [ --0.730%, -0.065% ] -0.37% ܥସ ( -0.065%, 0.947% ] 0.39% ܥହ ( 0.947%, 3.800% ] 1.73% ܥ଺ ( 3.800%, 13.235% ] 5.45% 

Next, the network is determined from both the stock price return and the prediction error. The number of the discrete values 

for the stock price return is fixed to be ܮ ൌ 6, which is same as that in Figure 5. The number of discrete values of prediction 

errors varies at ܮᇱ ൌ 2, 3,⋯ , 10. The AIC values are compared in Table 3. We notice that AIC value in case of ܮᇱ ൌ 6 is 

smaller among them. The cluster parameters and the set of discrete values in case of ܮ ൌ 6 and ܮᇱ ൌ 6 are shown in Table 4. 
The network, which is determined according to the algorithm described in section 5, is shown in Figure 5. We notice that the 

return ݎ௧ depends on the 5-days prior return	ݎ௧ିହ, 7-days prior return ݎ௧ି଻, 9-days prior return ݎ௧ିଽ, 10-days prior return ݎ௧ିଵ଴, 2-days prior error ݑ௧ିଶ and 7-days prior error ݑ௧ି଻.  

 

Figure 5. Bayesian network determined with NIKKEI stock average return only 
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Table 3. Discrete number versus AIC on prediction error of NIKKEI stock average return 

Discrete number L’ AIC 

2 1.6659 

3 1.4587 

4 1.5764 

5 1.5132 

6 1.3203 

7 1.4596 

8 1.4599 

9 1.4602 

10 1.4606 

Table 4. Cluster data for prediction error of NIKKEI stock average return 

Cluster ሺ࢒࡯ሻܖܑܕ, ሺ࢒࡯ሻ࢒ࢉ ܖܑܕሺ࢒࢘ሻ ܥଵ [ -16.67%, -2.87% ) -4.13% ܥଶ [ -2.87%, -0.92% ) -1.59% ܥଷ [ --0.92%, 0.00% ] -0.47% ܥସ ( 0.00%, 1.40% ] 0.55% ܥହ ( 1.40%, 3.71% ] 2.26% ܥ଺ ( 3.71%, 16.74% ] 5.33% 

6.1.2 Prediction accuracy 
The prediction accuracy is compared in Table 5. The labels AR(2), MA(2), ARMA(2,2) and ARCH(2,9) denote AR model 

with ݌ ൌ 2, MA model with ݍ ൌ 2, ARMA model with ݌ ൌ 2 and ݍ ൌ 2, and ARCH model with ݌ ൌ 2 and ݍ ൌ 9, 
respectively. The labels BN(Previous) and BN(Present) denote the results by using Figure 5 and 6, respectively. The label 
“Maximum error”, “Minimum error”, “Average error”, and “Correlation coefficient” denote maximum daily error, 
minimum daily error, average value of daily errors, and the correlative coefficient, respectively. The correlative coefficient 
is estimated from the sets of the actual and the predicted stock prices. We notice from table 5 that the present method shows 
the largest correlative coefficient and smallest average and maximum errors among them. The average and maximum errors 
of the present method are 6% and 15% below them of the time-series prediction algorithms, respectively.  

Table 5. Comparison of predicted and actual stock prices (NIKKEI stock average) 

Model Maximum error Minimum error Average error Correlation coefficient 

AR(2) 5.7648 0.0604 0.9278 2.4923 
MA(2) 5.7746 0.0758 0.9276 2.4953 
ARMA(2,2) 5.9389 0.0076 0.9250 2.5150 
ARCH(2,9) 5.8342 0.0178 0.9268 2.5116 
BN(Previous) 6.2948 0.0057 0.9099 2.9905 
BN(Present) 4.9016 0.0105 0.9375 2.3467 

 

 

Figure 6. Bayesian network determined with Toyota Motor Corp (Stock price return only) 
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6.1.3 CPU time 
The present algorithm is compared with the previous algorithm using Bayesian network in their CPU times. The results are 
shown in Table 6. The labels BN (Previous) and BN(Present) denote the results by using Figures 4 and 5, respectively. The 
labels “Network Search” and “Prediction” denote the CPU times for determining Bayesian network and stock price return 
prediction, respectively. In the CPU time for determining Bayesian network, the present algorithm takes longer time than 
the previous algorithm by almost 70%. We notice that, in the present algorithm, the CPU time for determining Bayesian 
network is relatively expensive. The CPU time for predicting the stock price return, however, is much smaller than that for 
determining Bayesian network. We can conclude that, even if the network is determined in advance, the CPU cost for the 
stock price prediction is not expensive.  

Table 6. Comparison of calculation cost of previous and present models 

 Network Search Prediction 

BN(Previous) 529sec 0.691sec 
BN(Present) 908sec 0.887sec 

6.2 Toyota motor corporation 
The next example is the stock price of Toyota Motor Corporation. The stock price distribution is shown in Figure 7. We 
notice the distribution is a little far from the normal probability distribution. The network is determined from the daily stock 
price from February 22nd 1985 to December 30th 2008. Comparing Figures 4 and 7 reveals that the distribution in Figure 7 
is multi-modal and thus, different from the normal distribution. The network is applied for predicting the daily stock price 
from January 1st to March 31st, 2009. 

 

Figure 7. Toyota Motor Corporation stock price return distribution 

6.2.1 Network determination 
The network is determined from the daily stock price alone. The total number of the discrete values varies at ܮ ൌ 2,3,⋯ ,10. 

The AICs of the networks are listed in Table 7. We notice that the AIC is smallest at ܮ ൌ 5. The set of the discrete values at ܮ ൌ 5 is shown in Table 8. The network, which is determined according to the algorithm of section 4, is shown in Fig.8. We 

notice that the return ݎ௧ depends on the 1-days prior return ݎ௧ିଵ, 4-days prior return ݎ௧ିସ, 6-days prior return ݎ௧ି଺, 8-days 

prior return ݎ௧ି଼, and 9-days prior return ݎ௧ିଽ.  

Next, the network is determined from both the stock price return and the prediction error. The number of the discrete values 

for the stock price return is fixed to be ܮ ൌ 5.  

The number of discrete values of prediction errors is taken as ܮᇱ ൌ 2,3,⋯ ,10. The AIC values are compared in Table 9. We 

notice that AIC in case of ܮᇱ ൌ 3 is smaller among them. The cluster parameters and the set of discrete values in case of ܮ ൌ 5 and ܮᇱ ൌ 3 are shown in Table 10. The network, which is determined according to the algorithm described in section 

5, is shown in Figure 9. We notice that the return ݎ௧ depends on the 1-day prior return ݎ௧ିଵ, 4-days prior return ݎ௧ିସ, 6-days 
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prior return ݎ௧ି଺, 8-days prior return ݎ௧ି଼, 9-days prior return ݎ௧ିଽ, 3-days prior error ݑ௧ିଷ, 9-days prior error ݑ௧ିଽ and 

10-days prior error ݑ௧ିଵ଴.  

Table 7. Discrete number versus AIC on Toyota Motor Corporation stock price return 

Discrete number L AIC 

2 2.8452 
3 2.5892 
4 2.3913 
5 2.3243 
6 2.5309 
7 2.7240 
8 2.4935 
9 2.5941 
10 2.5994 

Table 8. Cluster data for Toyota Motor Corporation stock price return 

Cluster ሺ࢒࡯ሻܖܑܕ, ሺ࢒࡯ሻ࢒ࢉ ܖܑܕሺ࢒࢘ሻ ܥଵ [ -21.146%, -3.900% ) -5.55% ܥଶ [ -3.900%, -1.285% ) -2.10% ܥଷ [ -1.285%, 0.000% ] -0.47% ܥସ ( 0.000%, 2.530% ] 1.08% ܥହ ( 2.530%, 16.264% ] 4.12% 

Table 9. Discrete number versus AIC on prediction error of Toyota Motor Corporation stock price return 

Discrete number L’ AIC 

2 2.3225 
3 2.0729 
4 2.1618 
5 2.4284 
6 2.1506 
7 2.3820 
8 2.3823 
9 2.6758 
10 2.7555 

Table 10. Cluster data for prediction error of Toyota Motor Corporation stock price return 

Cluster ሺ࢒࡯ሻܖܑܕ, ሺ࢒࡯ሻ࢒ࢉ ܖܑܕሺ࢒࢘ሻ ܥଵ [ -25.262%, -2.770% ) -4.36% ܥଶ [ -2.770%, 0.139% ] -0.98% ܥଷ ( 0.139%, 19.980% ] 1.66% 

6.2.2 Prediction accuracy 
The prediction accuracy is compared in Table 11. The labels AR(9), MA(6), ARMA(9,6) and ARCH(9,9) denote AR model 

with ݌ ൌ 9, MA model with ݍ ൌ 6, ARMA model with ݌ ൌ 9 and ݍ ൌ 6, and ARCH model with ݌ ൌ 9 and ݍ ൌ 9, 
respectively. The labels BN (Previous) and BN (Present) denote the results by using Figures 8 and 9, respectively. The label 
“Maximum error”, “Minimum error”, “Average error”, and “Correlation coefficient” denote maximum daily error, 
minimum daily error, average value of daily errors, and the correlative coefficient, respectively. The correlative coefficient 
is estimated from the sets of the actual and the predicted stock prices. We notice from Table 11 that the present method 
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shows the largest correlative coefficient and smallest average and maximum errors among them. The average and 
maximum errors of the present method are 2% and 20% below them of the time-series prediction algorithms, respectively. 

Table 11. Comparison of predicted and actual stock prices (Toyota Motor Corporation) 

Model Maximum error Minimum error Average error Correlation coefficient 

AR(9) 7.5091 0.0615 2.6657 0.7448 
MA(6) 7.6259 0.0319 2.6859 0.7417 
ARMA(2) 7.1204 0.0401 2.6739 0.7427 
ARCH(9,9) 8.0839 0.0597 2.6992 0.7527 
BN(Previous) 7.8579 0.0415 3.1494 0.7122 
BN(Present) 5.7047 0.0818 2.6313 0.7984 

6.2.3 CPU time 
The present algorithm is compared with the previous algorithm using Bayesian network in their CPU times. The results are 
shown in Table 12. The labels BN (Previous) and BN(Present) denote the results by using Figures 8 and 9, respectively. The 
labels “Network Search” and “Prediction” denote the CPU times for determining Bayesian network and stock price return 
prediction, respectively. The CPU time for determining the network is 375sec in the previous algorithm and 663sec in the 
present algorithm, respectively. The CPU cost of the present algorithm for the network determination is more expansive by 
almost 75% than that of the previous algorithm. The CPU time for predicting the stock price return is 0.614sec in the 
previous algorithm and 0.805sec in the present algorithm, respectively. The CPU time for predicting the stock price return, 
therefore, is much smaller than that for determining Bayesian network. We can conclude that, even if the network is 
determined in advance, the CPU cost for the stock price prediction is not expensive.  

 

Figure 8. Bayesian network determined with Toyota Motor Corporation stock price return only 

 
Figure 9. Bayesian network determined with Toyota Motor Corporation stock price return and prediction error 

Table 12. Comparison of computational cost of previous and present models (Toyota Motor Corporation) 

 Network Search Prediction 

BN(Previous) 375sec 0.614sec 
BN(Present) 663sec 0.805sec 
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7 Conclusions 
The stock price prediction algorithm using Bayesian network was presented in this study. Bayesian network can represent 
the stochastic dependency between random variables via an acyclic directed graph. In the previous study, the Bayesian 
network was determined from the time-series stock price data in order to predict the stock price. In this study, the previous 
algorithm is applied for predicting the stock price which was already observed. The prediction errors are estimated by the 
difference between the actual and predicted stock prices. Then, the new network is determined from both time-series stock 
price data and its prediction errors in order to predict the stock price.  

NIKKEI stock average and Toyota motor corporation stock price were considered as the numerical examples. In case of 
NIKKEI stock average prediction, the average and the maximum errors of the present algorithm are 6% and 30% below 
them of the time-series prediction algorithms, respectively. In case of Toyota motor corporation stock price prediction, the 
average and the maximum errors of the present algorithm are 2% and 20% below them of the time-series prediction 
algorithms. However, the CPU time of the present algorithm is more expensive than that of the previous algorithm. 
Therefore, we are going to improve the network search algorithm in order to reduce the CPU time for determining the 
network.  
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